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Abstract—Capacity limitation is one of the fundamental is- scale of packet transmissions and it is possible for each node
sues in wireless mesh networks. This paper addresses capacitto use a different channel in each time slot. In this work,
improvement issues in multi-radio multi-channel wireless mesh \ye focys on determining the highest gain we can achieve
networks. Our objective is to find a dynamic channel assignment from increasing the number of channels and radios with such
and link schedule that maximizes the network capacity for . .
ftp-type applications and video-type applications respectively. Capabilities under certain traffic demands.

Specifically, we minimize the number of time slots needed to  We consider two different types of traffic demands based on
schedule all the flows for ftp-type applications and maximize the different application models. One is an ftp-type application
minimal link satisfaction ratio fpr video-type appllcatlons. The where the load can be expressed in terms of data volume.
problems are formulated into linear programming models and In this application, it is important to minimize the time to
we provide two heuristics to solve these problems. One heuristic ' . .
uses a set covering strategy and the other uses a link-weight- transport the load through the network. The other is a video-
adjusting strategy. We do a trade-off analysis between network type application, which has real-time traffic with bandwidth
performance and hardware cost based on the number of radios requirements. The load can be expressed in terms of flow
and channels in different topologies. This work provides valuable (o101 this application, it is more important to satisfy the
insights for wireless mesh network designers during network . : . .
planning and deployment. bgndvyldth requirement to the extent possml_e. Slnce we con-
sider infrastructure-based mesh networks with little topology
|. INTRODUCTION change, the aggregate traffic load of each mesh router changes

Wireless mesh networks (WMNs) have become a populafrequently. With routing strategies to produce fixed routes,
option for providing ubiquitous network access to users ihe aggregate traffic demand on each link can be estimated.
the context of home, enterprise, and community networks.In this work, we first generate a max-flow graph and
Infrastructure-based WMNs consist of statically positionedrmulate it as an integer linear programming (ILP) problem
mesh routers. Such back-haul network architecture is reliablbgy, incorporating the constraints derived from the max-flow
scalable, cost-effective and easy to deploy [2]. However, tiggaph [19]. Then, we propose two algorithms to find a sub-
network capacity is limited. If all nodes communicate with aptimal dynamic channel assignment and a centralized link
single channel in an IEEE 802.11-based WMN, the numbschedule for both ftp-type and video-type application models
of simultaneous transmissions is limited by signal interferenagiven a multi-channel multi-radio wireless mesh network.

The system capacity also degrades due to the multi-hop natur@he paper has the following contributions. First, given a
of WMNs [7]. specific topology and the number of channels and radios, we
One approach to enhance the capacity is to take advantpgavide a lower bound on the time to schedule all the flows
of multiple channels that are available for use in the IEEE units of data size, and an upper bound on the minimal

802.11 a/b/g standards. To better exploit the multi-chanr@lk satisfaction ratio, defined as the ratio of the flow rate to
availability, multiple radios are equipped at each node aféndwidth requirement, among all links.

tuned to different frequencies. Most work in the literature Second, we propose two application-oriented dynamic chan-
propose heuristic channel assignment algorithms and/or trans} assignment and link scheduling algorithms. One finds the
mission scheduling algorithms based on a fixed number winimum number of time slots required to schedule all the
radios and channels [15, 18, 20]. The capacity limit on a mulfiows in a given topology. The other maximizes the minimal
channel multi-radio wireless network has not been extensivedgtisfaction ratio. We find that our algorithms perform well
studied, especially in scenarios using radios with fast switchiegmpared to the bounds and the bounds can be reached for
capabilities. Bahl et al. [4] stated that the channel switchirgpme specific traffic patterns. Contrary to most other works
time could be decreased to approximately 80 microsecondq38], the achieved channel assignment and link schedule for
commercial IEEE 802.11 interfaces. Therefore, it is reasonalglach time time slot are feasible because they satisfy both
to assume that channel switching can be achieved in the tinaglio and channel constraints. For each one-time-slot schedule,



there exists at least one corresponding channel assignment.fdéeises on the asymptotic bound, we studied the relationship
select the one with minimum switching overhead. between the number of channels and radios.

Third, we evaluate the impact of the topology and the num-
ber of radios and channels on system performance. We find
that both the number of radios and channels reach a saturatingIII
point in decreasing the number of time slots and increasingWe start with our underlying network model and explain the
the link satisfaction ratio. In general, with a small number afefinitions and concepts used in the rest of the paper. We then
channels? radios work very well for most topologies. Whenformulate the MAC (Multiple Access Control) layer problem.
more channels are available, adding more radios can help with
ftp-type applications, but provides less benefit for video-tyde: System Model
applications.This finding provides a guideline to help identify We consider a wireless mesh netwdik= (V, E) with M
the appropriate number of radios to fully utilize the availableodes and. possible links, wherd” = {v|v is a mesh router
channels and the number of channels that is fully utilized By andE = {i|l is a link (u,v),u,v € V }. Here we haveV/|
the available radios in a specific topology. = M and|E| = L. If two nodes are in the transmission range,
we assume that there is a link between them. Each ndues
R radios with fast channel switching capability.

Recently, there has been a significant amount of research irBuppose that there afé orthogonal channels in the system.
the area of WMNSs to enhance system capacity by proposifipere are 12 non-overlapping channels in IEEE 802.11a and
wireless protocols that utilize multiple channels. Some sol8-in IEEE 802.11b/g. Let” be the available channel set, so
tions are based on switching channels [4,10,17,18], whif¢ = {c|c is an available channel in the systefmand |C]
other solutions are based on using multiple radios [1,6,18,K. Let B(l,c) denote the channel capacity across a link
15, 16]. In SSCH [4], nodes switch channels synchronously in= (u, v), which is the maximum data rate between nade
a pseudo-random sequence such that the neighboring noaledv on the channet. We assume that the channel capacity
meet periodically at a common channel to communicate. is fixed for each link under each channel, independent on the
[17], every node is assigned a quiescent channel and listenaitonber of channels and link locations. Then we useo
it. The sender switches to the receiver’s channel to transmipresent the channel capacity for all the links. Therefore, the
[1, 6,15, 16] require a dedicated interface for each channel. Egjgregate data rate possible by usingflichannels andr
focuses on routing while [15, 16] focus on channel assignmerdadios over a link isnin(K, R) x B. Our model can easily
MUP [1] advocates unifying multiple radios and abstractinmpcorporate the heterogenous channel capacity for each link
their use at higher layers. Recently, there are also some studigseplacingB with a link-rate vectoré(l) where the channel
on the mechanism of partially overlapped channels [11-14hpacity for each link is given.
which permits sender and receiver to use non-orthogonaM/e model the impact of interference by using the Gupta-
channels to communicate. Kumar model [7]. A transmission on channelover link [

Optimal throughput in multi-channel multi-radios network$s successful if all interferers in the neighborhood of both
is studied in [3, 8, 9]. Apart from [8], the other works assumendodes on linkl are silent on the channelfor the duration of
the radio interface is not capable of fast switching. Both [3he transmission. This protocol model of interference captures
and [8] assumed the source-destination pairs and considetteal behavior of the CSMA/CA protocol used in IEEE 802.11
routing. Li et al. used linear programming (LP) and integestandards, which follow a RTS-CTS-Data-ACK sequence to
linear programming (ILP) to find the maximum throughpuprotect transmissions. We assume that the data transmissions
and the corresponding routes of the network [3]. Kyasanan different channels do not interfere.
et al. studied the impact of the ratio between number of We assume that the system operates in a synchronous time-
radios and channels on system performance in the asymptetstted mode where the length of a time slot is pre-defined as
case [9]. Kodialam et al. focused on whether a given rate-seconds. We adopt a time-division multiple access (TDMA)
demand vector can be achieved in the network [8]. Wei et ahechanism and schedule the links periodically. 1Dt be
proposed a general framework to find the maximum capacitye TDMA frame size, i.e. the number of time slots in a
for multi-radio multi-channel networks, which provides a basigeriod. Channels for the activated links are allocated at the
for our work. They gave the maximum capacity withoubeginning of each time slot. In each time slot, there is no
considering network traffic, which presents an upper boumaterference among the transmissions of the links scheduled.
on the maximum throughput of any given traffic pattern [19]Thus the performance we obtain will give an upper bound for

Contrary to [3,8], our work is not focused on routingsystems using the IEEE 802.11 MAC protocol.

Instead, we consider exploiting spectrum reuse to the extent
possible given the channel and radio constraints and traffc
demands. In addition, because our work does not involveAs mentioned earlier, we consider two different types of
routing, the complexity to find a numerical solution is muckraffic demands, which represent two different applications.
less significant. Furthermore, we also consider the impdetrst we consider ftp-type applications where the highest
of number of channels and radios. Compared to [9], whigriority is to transmit all data in the shortest time. In this case,

. SYSTEM MODEL AND PROBLEM FORMULATION

Il. RELATED WORK

Definitions



the traffic demand for each link is given in the form of datacheduled aggregate flow size on all channels across each

size vectorD! = {d}}. Each element denotes the aggregatik f! is proportional to its total scheduled chance¥

flow size on all channels across a lifk= (u,v). Similarly, with fixed channel capacity3 and time slot lengthr, i.e.

we useF! = {f}} to represent the scheduled aggregate flofi = SN 0t BT = s B, VI € E. By scaling with Br,

size on all channels across each link. We define a require@ formally state the problem as follows.

opportunity vectorD,,,, = {d/”"} transformed fromD' with

each element;”” = d} /(B 7). Objective : arg min s /AP =1,V € E (2)
The other type of application we consider is video-type ap- '

plications where the highest priority is to satisfy the bandwidfHbject to

requirement. In this case, the traffic demand for each link .

is given in the form of data rate vectdd? = {d2}. Each > 0 <RYveV¥, ®)

element denotes the aggregate flow rate at which traffic is leadj(v)

transmitted between node and v on all channels across a .

link I = (u,v). Similarly, we usef? = {f?} to represent the 0y < K,V € E,Vt. )

scheduled aggregate flow rate on all channels across each linkrhe first constraint is node-radio constraint. At any time

We define a required link utilization vectdd..x = {d{""'} glot, a node can use at moBt radios to communicate with

transformed fromD? with each element*! = df /. its neighbors. Heré is the link adjacent with node. This
Our algorithm produces two types of matrices. The firgionstraint implies?! < R. The second one is a link-channel

type is channel assignment matrices (CMs), which consist oggnstraint. At any time slot, a link can be activated on at most

corresponding( x L channel assignment matrix (CMOM® [ channels. Because of the definition of 0-1 variafjle the

for each time slot. Each element @\/* indicates whether a following equation is always satisfiabld2” , 6, < K, VI €

channelc is used by a link or not. CM* = {4/,} where E,Vt. Then by Egn. 1, the Constraint 4 is always satisfiable
st 1 if channelc is used by link! at time slott in our formulation.
=Y 0 otherwise : For real-time video-type applications in multi-hop WMNS,

) ) o . maximizing the total flow rates on all the links may not
The second type is a link activation matrix (LM). Each,cpieve efficient system throughput if some link shared by
element in thigV; x L matrix denotes the number of actlvatlon§nany end-to-end flows cannot obtain resources. Thus. our
for alink at a time slot. Each row indicates a?e-nme-slot goal is to allocate resources to different links proportional
link schedule (OTSLS)for each link.LM = {6} where {4 heir handwidth requirement to the extent possible. We

. o if link 1 is scheduledy times at time slot denote the link satisfaction ratio as the ratio of the flow rate
0 = { 0 if link I is not scheduled at time slot : to the required bandwidth on a link. Then the objective is to
. maximize the minimal link satisfaction ratio of all links, i.e.,
Given this notation, we define an opportunity vect®t = ax min f2/d?, Vi € E. Note that the scheduled aggregate
{s{'}, wheres{ = 3/_, 6,¥l € E. Eachs{ denotes the flow rate on all channels across each lifk is proportional
total scheduled chances for a period lengthTotime slots. . . A g i
T ] B ] to its aggregate link utilization ratiéi— given fixed channel
We denote-L as the aggregate link utilization ratio on all e Py e N
channels. It corresponds to the fraction of the channel capadiPacity, i.e.ff = —5—-B = %~ B, vl € E. If we scale
can be achieved. Note that it can be greater ¥ because both f anddi with B, then the link satisfaction ratio can be
of the use of multiple radios. expressed as the ratio of the aggregate link utilization to the
Note here the number of channels used by a link will a|§@quir8d one. The prObIem formulation is the same as that for
be ! if the link has been activate#f times, i.e., ftp-type applications except the objective becomes
= Objective  max min —~ L Vi 1 )
0 = Z&El. 1) Jjectrue - 4T N, :
c=1

IV. DYNAMIC CHANNEL ASSIGNMENT AND LINK

This is because multiple simultaneous transmissions on a link SCHEDULING ALGORITHMS

usually do not share the same channel due to interference.

Therefore, theLM can be derived from all the CMTs. A Our link scheduling and channel assignment algorithm has

row in LM is just the sum of all the rows itCM! on three steps. First, we generate the framework to capture the

corresponding links. objective and constraints in the max-flow graph. Second, we

find the dynamic link schedule according to different traffic

demands based on the framework. For ftp-type applications,
For the ftp-type applications, our goal is to transmit alve use a greedy set-covering strategy to schedule all the

the data through the network as fast as possible. Thilmwvs as fast as possible (functiddcheduleDyn)l For the

we minimize the number of time slots to schedule all theideo-type applications, we use a link weight adjusting strat-

flows, i.e. argminy, f}/d] = 1, VI € E. Note that the egy to increase the minimal link satisfaction ratio (func-

C. MAC layer Problem formulation



tion ScheduleDym2 For both cases we transform the traffic @ ®

demand accordingly, as mentioned in Section IlI-C. Lastly, we N2
assign channels to each activated link at each time slot accord- /@ @\
ing to the link schedule (functio@hannelAssignmentDym O G
Fig. 1. Topology 1 Fig. 2. Flow interference graph of

A. Framework Generation
topology 1

Based on our prior work [19], we include the weights and ®

e e

objective is to maximize the total weighted capacity on the
, ; . . € @
example, we may achieve a maximum capacity3&f with '\tﬁ
©

links subject to both the radio and channel constraints. For

links {a,b,d} activated for the topology in Fig. 1 under the ® @ @ ®
constraint of3 channels an@ radios with all the link weight T
values equal tal. This schedule can be represented by the 3  of topol . loay 2
row vector [1 1 0 1 0] in link activation matriX M with each F19. 3. Framework of topology 1 Fig. 4. Topology
element indicating the number of activations for a link. This

OTSLS also corresponds to a maximum flow size3 8fr for
a given time slot.

The ILP problem is formulated as shown in the equations

below.
We first generate [19] a flow interference gra@h (Fig. 2) L
based on the topology gragh (Fig. 1) and the Gupta-Kumar Objective : mazximize Z(wz * f1) (6)
interference model. Each vertex iA° represents a link in =1

G. Based on the interference graph, we generate the resourceubject to
contention graphRCG (Level 2 and 3 in Fig. 3). ARCG
captures various contention regions in the network topology fie = fejsVi,j € N(e),Ye € EUE, 7)
by identifying all the maximum cliques in the interference
graph. There is an edge between a resource vertex and a link > fw = »_ fo;; V¢ EUE' U{s,t},  (8)
vertex if this link belongs to the contention graph represented iEN(v) JEN(v)
by the resource vertex. £, ¢ edgeCap(l),Vl € E,$ € {<, >} )

We extend theRCG to a max-flow graph/G (Fig. 3) by
adding a set of image link vertices/(- - - ,¢’), a set of node ~ The first constraint (Eqn. 7) models both the radio and
vertices {4, --- , F), a source vertexs, and a sink vertex;. channel constraint. For each link, it is allocated a time slot
An edge between the link vertex and its corresponding imafjeand only if it owns resources in all the contention regions
link vertex is added. The image link vertices are connectdidbelongs to. That is, any: allocated channels needs to
with the node vertices according to the topology graph. Théake = units of resource from all of its resource contention
the node vertices are connected to the sink vertex. The edggions. It also needs to consumeradios at the end nodes
capacity for the first three levels i§, which is the number of Of the link. The second constraint (Eqn. 8) is the flow
channels. The edges of the last two levels have a capacitycenservation constraint for all other nodes. The edge capacity
R, which is the number of radios. For a heterogenous netwdiRnstraint (Eqn. 9) is dynamically generated by the function
where different number of radios may be equipped for ea&ietOneSolutionvith the quantity relationship specified in the
node, it is easy to reflect this non-uniformity by setting thBinction ScheduleDymand functionScheduleDym2
edge capacity of the last two levels according to a node-radioWith the above framework, the achieved solutibnis ac-
vector R(v) where the number of radios for each node is givefially OTSLS. In the following sections, the terms “solution”

Let E' be the set of image link§l’|vi € E} and N(z) be and “OTSLS” are used interchangeably. The solutfonnder
the set of neighbors of a vertex in the max-flow graph. the link weightw; of value 1 achieves the maximal capacity
Let f;; be the edge flow value between verticesand j, 10 satisfy both the radio constraint and channel constraint
where f;; > 0. To simplify notations, we denotg;; as under certain edge flow capacity constraints. Hétr@rovides
fi. SO F = {fi|l € E} records all the edge flow valuesavailable links that can transmit simultaneously. The value
for each link in the network at a time slot. Because of thef the variablef; is the scheduled chance for link We
setting of the edge capacities, the edge flow vafués at describe in the next two sections how to achieve the periodic
most min(R, K). In addition to the fixed edge capacity orschedule that maximizes the network capacity under certain
edgell’, we introduce another edge capacity veetdgeCap traffic demands based on these feasible OTSLSs.
for each link in E. Let W be the weight vector for each
link in E: W = {w;, < 0|l € E}. edgeCap and W are
known variables, which are dynamically generated by our link For ftp-type applications, the objective of the link schedul-
scheduling algorithms described later. ing algorithm is to find a link schedule that minimizes the

B. Link Scheduling for Ftp-type Application



number of time slots required to satisfy all the flows. With thEBor example, we get the final schedule consisting of [2 1 1 1
transformation mentioned in Section IlI-C, it suffices that th], [1 12 0 2] and [0 31 0 3].

total scheduled opportunities meet the required opportunitiesThe set covering strategy we used is a polynomial-time
within minimal time slots. (in(max{|OTSLS|} + 1)-approximation algorithm [5] as

Note that the problem of obtaining all the possible OTSL®ach OTSLS is a covering set in standard set covering problem.
that is, finding minimum time slot schedules to satisfy all thEhe maximum size of OTSLS is fixed for a specific topology
flows, is NP-hard. Thus, we use a greedy set-covering strategigh a certain number of channels and radios under any traffic
to find a sub-optimal solution to schedule all the flows. Theattern, which is achieved by setting all weights to one and
idea of the set-covering strategy is to pick, at each stage, #iépping edge capacity constraint we imposed here [19]. So
set that covers the greatest number of remaining elements tt@risidering the traffic demand, the lower bound for the number
are uncovered. of time slots to schedule all the flows can be calculated by

For example, with a required opportunity vector [1 1 8lividing the sum of required opportunities by the maximum
1 5] corresponding to each link [a b ¢ d e] for topologyovering size of OTSLS. We plot the bounds in Section V.

1 under4 radios and12 channels, we can have a schedule

including three_OTSLSs 111 1_ 2], [00 2 O_ 2] and [0Function ScheduleDym1( MG,D.,,)
0 0 0 1]. Consider each opportunity as a covering, so thereI T Max flow araph A /G- Reauired ooportunit

are 11 opportunities to be covered. Each OTSLS has coveretgpu . ax Tlow grap » Requl PPOUNIt oy,
6, 4 and 2 opportunities, so the schedule satisfies the tota utput: link scheduling matrixZ.M

required opportunities. Therefore, we make each OTSLS cowvelnitialize 0

as many opportunities as possible until the whole schedulewhile 3S(1) < D,,,(l) do

covers the total opportunities. This can be done using the | F «— GetOTSLS(MG,W,le’,edgeCap

framework presented in Section IV-A. Each time, we setthe | ¢. g4

weight value for each link td. In addition to the radio and edgeCap «— edgeCap — F

channel constraint, we impose the edge capacity constraintpy| ras « LM UF

setting the scheduled chance no greater than the remaining—
covering for each link. Then the edge flow value on each foreach Result € LM do

link is at mostmin(R, K, edgeCap(l)). Giving a link[ fewer edgeCap «— Result
chancesddgeCap(l)) than what can be allowed(in(R, K)) F — GetOTSLS(MG,W,ge’,edgeCap
potentially provides more chances to other links who require | LMy «— F U LMy

more coverings ifedgeCap(l) is smaller thanmin(R, K), —
which saves time in scheduling all the flows.

The algorithm works as follows (functioBcheduleDym1
Each element of the vectd? denotes the weight of eac
link I, which corresponds tay; in Equation 6. We initialize ~ For video-type applications with bandwidth requirements,
the edge capacity for each linkdgeCap(l) as the required the bandwidth requirements may not be satisfied because of
opportunity D,,,(1). The algorithm then works by choosingthe constraints on channel capacity and the number of radios
at each stage, the OTSLS that has the greatest numbemid channels. The objective of the link scheduling algorithm
remaining opportunities that are unsatisfied. At each time sl@t,to increase the minimal link satisfaction ratio of the flow
we generate the ILP problem based on the link weight amate to the bandwidth requirement on each link. With the
edge capacity vector. After achieving a solutidh(line 3), transformation mentioned in Section IlI-C, it suffices to find
we update the opportunity vectdt and edge capacity vectora link schedule that maximizes the minimal satisfaction ratio
edgeCap with the current OTSLF for all the links, and add of link utilization across all links.

F to the setLM (line 4). This process stops when all the Similarly, note that the problem of obtaining all the possible
flows are satisfied (line 2). If there is a predefined TDMATSLS is NP-hard. One intuitive way is to use the method in
frame sizeMaxT, we can scale down the traffic demand t@revious section, which gives a satisfaction ratio no less than
meet this requirement. The scaled-up time for the original flol/| LM;]. In this section, we propose another algorithm using
may increase because the value of link flow is limited by thgeight adjusting strategy and imposing edge flow capacities.
scaled-down demand. We call the first approach the “time-based algorithm” and show

The OTSLS setd M contains the whole schedule that cathe performance difference in Section V.
satisfy all the flows. Because of the edge capacity, some linksOur algorithm works by looking, at each stage, for the
get fewer opportunities than what can be allowed. Lines 5 toQTSLS that can increase the current minimal link satisfac-
give the part of the algorithm that better utilizes the spectrution ratio if added. At stepl’, we calculate the minimal
and allows for variation in estimation of traffic demands. Iécheduling chancé” for each link that maintains the same
works by setting the scheduled chance to no less than th&imal satisfaction ratio at stefy + 1 using the equation
existing one for each link (line 6). Then the edge flow valuewinSat « Dutil = (F'+ S)/(T + 1). To find a schedule that
on each link is at leastdgeCap(l) and at mostnin(R, K). can increase the satisfaction ratio, we set the schedule chance

hC. Link Scheduling for Video-type Application



for each link at stedl” + 1 to no less tharedgeCap(l) = time slots. Otherwise, we allow for the same zero satisfaction
|minSat  (T'Size+ 1) * Dy (1) — S(1)] + 1 due to the inte- ratio by setting the edge capacity vector as in line 14 or
grality of OTSLS (line 12). Then the edge flow value on eadbreak out of the loop if a positive satisfaction ratio is reached
link is in the range ofledgeCap(l), min(R, K)). If no such (line 16). We can run the algorithm at masfaxT times if
OTSLS is found, we set the schedule chance for each linkthere is a predefined TDMA frame sizd axT. Because of
stepT'+1 to no less thaminSat+(T'Size+1)x Dy (1)—S(I)  the existence of zero weight, the corresponding link may get
to allow for the same zero satisfaction ratio (line 14). If &ewer opportunities than what can be allowed. As in previous
positive ratio has been reached and there is no such OTSLS,algorithm, Lines 17 to 18 give the part of the algorithm
stop the search. The link weigHt is initialized as the required that better utilizes the spectrum and allows for variation in
link utilization D,,;;. At each step we update the weight byestimation of traffic demands.
decreasing the current schedule chantedf the maximum  To evaluate our algorithm performance, we calculate the
weight is less than or equal to zero, we proportionally adjuspper bound as follows. Due to the setting of the edge capac-
the weights to keep the relationship of the required liniies, the edge flow value on each link is at maesin(R, K)
utilization among all the links (line 11). In this way, morefor any time slot. Thus, the upper bound for the minimal link
scheduling chances will be given to the links who demarghtisfaction ratio ig™m (% )NVe by = 7;”;:((5’@). We
more, or many non-bottleneck links that demand less becayset the bounds in Section V. o o
the ILP is maximizing the total weighted scheduling chances.
Here we say a link is a bottleneck link if the node degredd. Channel Assignment
of the end points of the link is high. If a bottleneck link is
scheduled, fewer simultaneous transmissions are possible. Function ChannelAssignmentDym(  LM;)
Input: link scheduling matrixL M,
Function ScheduleDym2( MG,Dyi1) Output: channel assignment matri@M = {CT"*};
O e i b TC, Tl Ceman i~ ceniaasets (@

put- 9 d tq «— sizeof(LMy)

8 Initialize 0 19 while t; > 0 do
9 F « GetOTSLS(MG,W,ge’,edgeCap S — LMy(tq)
10 while getMore =1 do CT'(c,l) — 0Vl e ENceC
LM — LMUF, TSize — TSize+1 C—{1,2,--- ,K}; Assigned(l) — 0Vl € FE
S—S+F , W<W-F 20 | while 35(1) # 0 do
11 if maxz(W) < 0 then if (Assigned(l) > 0 and Assigned(l) € C) then
Futit < S/TSize, sat «— Fypi1/Dugil else
preMinSat — minSat, minSat «— min(sat) | pick a channet: from C
12 edgeCap «— |minSat * (T'Size+ 1) % Dy — S| +1 forall j in mIS(l) do
13 | F «— GetOTSLS(MG,W,ge’,edgeCap L CT"(c,j) < 1;8(j) « S(j) — 1
if A optimal solutionF' then Assigned(j) = ¢
if minSat = 0 then | C—C—{c}
14 edgeCap «— minSat*(T'Size+1)* Dy — S ”n ty —tg—1
15 F — GetOTSLS(MG,W,ge’,edgeCap =
else The function ChannelAssignmentDymepicts the algorithm
16 L getMore = 0 that assigns channels to each activated link for each time

slot according to the link schedule given by the func-
tion ScheduleDymar ScheduleDym2The channel assignment
(CT?) is dynamic, and thus, independent for each time slot. At
each time (line 21), we first obtain a one-time-slot schedule
and initialize the channel assignment matfix® to zero. Then
we assign a different channel) (to all the links in one of the
The algorithm is depicted in the functicdBcheduleDym2 maximal independent sets until all the activated linksiget
The loop from line 10 to 16 tries to obtain the periodi@ channel (line 20). To minimize the switching overhead, the
schedule by considering the time slots one by one. At eacbctor Assigned records which channel was recently assigned
time slot, we achieve a current OTSLS and update the to each link. If a link has been assigned to some channel
opportunity vectorS, link weight vector W and the edge and the channel is available in the channel p@olthen the
capacity vectoredgeCap. Then we generate the ILP problemsame channel is assigned to this link; otherwise, a chanisel
according to the updated weight and edge capacity vectpicked from the channel pool. Note that a link may be assigned
If there is such a schedule, we loop again and try to s several different channels because of multiple radios. The
whether we can increase the satisfaction ratio by adding mamcess stops when the link schedules for all the time slots

17 foreach Result € LM do

edgeCap «— Result

F «— GetOTSLS(MG,W,ge’,edgeCap
18 LMy, +— FULMy




3 schedule all the flows decreases and the minimal link satis-
faction ratio among all links increases with an increase in the

*
.
2 grid k=12 *
- + - Rand Topo k=12

g N — e e number of radios. Second, it can be observed that the number

O g o~ of time slots plateaus 4t radios. However, the minimal link

5o N * platea g e - - Satisfaction ratio is always increasing with an increase in the

IR N %+_+_+_ "1 »7 == _ . . |number of radios. So adding more radios is more suitable for
IR o s}_.;.;‘g-;::;l;_; ;;;;_f;__a’_:.l*-+-+-4_+- video-type applications. The little jitter shown for the grid

) 2 8 10 12 0

4 6 6 8
# of Radios # of Radios

=——=topology in Fig. 5 reflects the approximation of the algorithm.

Third, adding a second radio can significantly decrease the
Fig. 5. Time for different topolo- Fig. 6. Link utilization satisfac- required time slots, as shown by the steep slope in Fig. 5. As
gies with different number of ra- tion ratio for different topologies for jncreasing satisfaction ratio, adding one more radio almost
dios with different number of radios < the same effect for all topologies.

N o e e e -« »-s-+-+-+-3 B. Impact of Number of Channels and Topology

:
03 ) Rehialalahabidlat ol

Ly —— From the previous section, we observe that by uginadios
aame: | instead ofl has no less improvement than that of adding one

grid,R=2

-+ muorz | MOre radio both on decreasing the number of time slots or

8

015

# of Time Slots
A

Satisfaction Ratio
-~

o w-\*‘ N g _~-+-+-++-+-+-yiNCreasing the link satisfaction ratio. Thus, we set the number
k» .::TTI:T’ ‘_;;«" of radl_os to2 in the followmg_sumulatlons. A_s shown in Fig. 7

R et ¥ and Fig. 8, the number of time slots required to schedule all

T hochames T 7 7 Tsecnmes ' ° 0 “the flows decreases and the minimal link satisfaction ratio

7 Time for diff | - L bl ” among all links increases with an increase in the number of

g:gs With dlzpfgreonrt nlurirsgrt écf)gtr));n— ticl)% ?z;\tio flcr;r dﬁgézr:g?rgoz?)tlgg?gs channels. These trends are similar to the impact of number of

nels with different number of channels radios. Second, it can be observed that the number of time slots
plateaus approximately atchannels. Different than the impact
of the number of radios, the minimal link satisfaction ratio
are checked (line 19). also has a saturating point at approximatethannels. This is
because we uskradios in our simulation. With onlg radios,
most topologies can not utilize more tharchannels. Third,

In this section, we evaluate the impact of the numbet®nsidering the improvement of adding one more channel
of channels and radios as well as topology on the dynantgn decreasing time and increasing link satisfaction ratio, that
channel assignment and link scheduling algorithm for botf 2 channels oveid is significant as shown with the large
application models. The reported results are based on thiference of the first two values on each line in both figures.
following parameters. For each case, we evaluated five difhis justifies the use of multiple channels, which greatly
ferent topologies. These are topolody(Fig. 1), topology increases the possibility of simultaneous transmissions.

2 (Fig. 4), a chain topology, a grid topology and a random ) ) )

topology. The chain topology consists 2§ nodes uniformly C. Relationship between Number of Radios and Channels
distributed on a line. The grid topology is a 4*4 grid. For In this section, we study the relationship between the
random topologies, we uniformly and randomly placg® number of radios and channels. We vary the number of radios
nodes in1000m x 1000m square area. We assume two nodesnd channels from to 12 to get various combinations of
are connected if they are within the transmission range of eanlmber of radios and channels. Fig. 9 and Fig. 10 show the
other, which is set t800 meters. This leads to approximatelyevaluation results for the grid topology. We observe that the
50 links for a random topology. The results of the randortrend is similar to that in the last two sections. With more
topology shown in the figures are averaged over three dikdios, the saturating point increases with an increase in the
ferent random topologies. For the topologiesind 2 (small number of channels. So with more channels available, more
topology), we randomly generate unit flows each with at radios can be equipped to exploit the resources. Fig. 9 and
most 5 hops; For the last three topologies (large topologyig. 10 also verified our inference that a small number of
we randomly generat0 unit flows each withinl0 hops. The radios and channels can achieve favorable results. With 1 radio
traffic demands are scaled #® and B respectively for the and 1 channel, the number of required time slots is 38 and the
above two application models and fixed for the same topologgtisfaction ratio is 0.0145. With 2 radios and 3 channels, the
in order to compare them. number of time slots is decreased to 12, a decreaég%fand

the link satisfaction ratio is increased to 0.0667, an increase
of 3.6 times.

As there are 12 orthogonal channels available in 802.11a, wdn general, with a small number of channels;adios work
set the number of channels to 12 in this evaluation. From FigvBry well for most topologies, which is also within reasonable
and Fig. 6, we see that the number of times slots requireddosts. When more channels are available, adding more radios

V. PERFORMANCEEVALUATION

A. Impact of Number of Radios and Topology
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Fig. 9. Time for grid topologyFig. 10. Link utilization satisfaction

topology on system performance. From the results, we observe
that increasing the number of radios and channels provides
diminishing returns in the amount of time slots minimized and
the capacity increased. In general, a small number of channels
and radios work very well for most topologies, which is
reasonable in cost. When more channels are available, adding
more radios can help video-type applications considerably, but
to less extent for ftp-type applications. For future work, we
will consider the problem of how to non-uniformly distribute
the radios to fully utilize the available channels or to satisfy

with various number of radios angtio for grid topology with various
channels number of radios and channels

o =+ = lower bound, random|
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Fig. 11. Lower Bound for ran-
dom and grid topology with different
number of radios

Fig. 12. Upper Bound Link utiliza-

tion satisfaction ratio for random and
grid topology with different number

of radios

(7]

]
can help considerably for video-type applications, but to the
less extent for ftp-type applications. 9]

D. Performance Comparison with Bounds [10]

We compare the performance of our algorithm with the
bounds we derived in Sections IV-B and IV-C. As observed
from Fig. 11, our algorithm is between 1.7 and 2.3 times worse
than the lower bound for random topology in achieving thié2]
minimal number of time slots and between 1.3 and 2.0 times
worse than the lower bound for grid topology. [13]

As seen from Fig. 12, our algorithm performs withia%
to 38% of the upper bound for random topology in achievinél"']
the maximal minimal link satisfaction ratio and withi®%
to 256% of the upper bound for grid topology. Our uppefld]
bound is not tight because we assume that 1) at any time
slot all the radios and channels can be utilized by the links)
with the highest traffic demand, and 2) this corresponding
link satisfaction ratio is minimal among all the links, which,-,
cannot be easily achieved in practice. We also observe t ag
our algorithm performs equally well as the algorithm usin
the heuristic of minimum time slots for random topology, b
performs better for grid topology.

VI. CONCLUSION (o]

In this work, we propose two application oriented dynami&()]
channel assignment and link scheduling algorithms for a given
topology with multiple channels and radios capable of packet
level channel switching. For any given traffic pattern, we
provide the bounds for both algorithms. We then analyze the
impact of the number of radios and channels as well as the

] J. So and N. H. Vaidya.

the traffic pattern requirement.
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