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Abstract—Anomaly detection generally involves the extraction
of features from entities’ or users’ properties, and the design
of anomaly detection models using machine learning or deep
learning algorithms. However, only considering entities’ property
information could lead to high false positives. We posit the im-
portance of also considering connections or relationships between
entities in the detecting of anomalous behaviors and associated
threat groups. Therefore, in this paper, we design a GCN (graph
convolutional networks) based anomaly detection model to detect
anomalous behaviors of users and malicious threat groups. The
GCN model could characterize entities’ properties and structural
information between them into graphs. This allows the GCN
based anomaly detection model to detect both anomalous behav-
iors of individuals and associated anomalous groups. We then
evaluate the proposed model using a real-world insider threat
data set. The results show that the proposed model outperforms
several state-of-art baseline methods (i.e., random forest, logistic
regression, SVM, and CNN). Moreover, the proposed model can
also be applied to other anomaly detection applications.

Index Terms—Anomaly Detection, Graph Convolutional Net-
works, Insider Threat Detection, Fraud Detection

I. INTRODUCTION

Anomaly detection typically involves the locating of pat-
terns that do not conform to (or deviate from) expected
behaviors [1], and has applications in domains such as in-
trusion detection, financial crime investigation (e.g., money
laundering and fraud detection), and data mining. In this paper,
we focus on anomaly detection for insider threat detection
and fraud detection. This is partly because of the increasing
number of high profile data leakage [2] and fraud incidents
[3], and the risk of organizations and individuals been subject
to cyber security fatigue (in the sense that the community
becomes ’numb’ to such breaches and eventually accepting
these incidents to be the norm).

In order to mitigate insider threats and frauds, many ap-
proaches focus on detecting anomalous user behaviors. Tech-
niques proposed in the literature include those designed to
establish baseline behavior profiles to classify normal users
from anomalous users [4], [5], using graphs [6], game theory
[7], machine learning [8], deep learning (e.g., CNN, RNN,
and LSTM), etc. There are several limitations in these existing
approaches, and we will briefly discuss two of the challenges
which we attempt to address in this paper.

• Lacking enough labeled samples; The number of mali-
cious insiders and activities within a given organization
is usually minimal. Moreover, most of the collected data
is unlabeled, which makes it challenging to train a robust
anomaly detection model with high accuracy.

• Ignoring structural information between entities; The
users’ relationship can present essential information use-
ful to detect users or groups. However, existing machine
learning or deep learning methods generally use users’
individual properties, rather than including the relation-
ship information between users. In other words, essential
information that can be useful for detection may be lost.

To overcome the above problems, we design a GCN (graph
convolutional networks) [9] based anomaly detection scheme
for insider threat detection and fraud detection. GCN is the
extension version of CNN (convolutional neural networks)
in the graph domain, which is designed to learn the end-to-
end models for nodes feature information and structural infor-
mation. The structural information or connection information
between entities contains essential information for training a
robust anomaly detection model. However, previous models
(i.e., CNN) could only learn the features for entities’ individual
property information. Hence, GCN models have been proposed
to deal with the learning tasks for some non-euclidean data
(node classification, edge prediction, etc.). Besides, the GCN
model does not need to label all the nodes in the graph
for training, which could overcome the limitation for only
collecting partly labeled samples.

In this paper, we characterize users’ behaviors and their
connection relationships into a graph and then train the robust
anomaly detection model for insider threat and fraud detection
using the GCN algorithm. However, there are many isolated
nodes when converting the network into a graph as many
users seldom communicate with others. Using users’ direct
connection to build the adjacency matrix for the GCN model
does not allow us to characterize the structural information of
the network. Therefore, we design a weighted function, which
leverages users’ connection relationships and the similarity of
their behaviors to quantify the structural information of the
network. The result shows that the updated adjacency matrix



input could primarily improve the detection accuracy for in-
sider threat detection. Therefore, we consider our contributions
in this paper to be two-fold, as described below.
• As we know, this is the first work to use the GCN model

for anomaly detection applications (and in our context, in-
sider threat detection and fraud detection), which achieves
improved accuracy for detecting anomalous users and
malicious groups.

• We also design a weighted function to quantify the
structural information between users, which allows us
to overcome challenges due to the isolated nodes in the
network.

• We provide a general framework of an anomaly detection
system based on the GCN algorithm, which could be eas-
ily implemented and extended to other anomaly detection
issues with high detection accuracy.

The rest of the paper is organized as follows. We will
briefly summarize the related literature in the next section.
In Section III, we will present the proposed model, followed
by its evaluation setup and findings in Section IV. Finally, we
present the discussion and conclusion in Section V.

II. RELATED WORKS

In this section, we will briefly summarize the existing rep-
resentative research work about anomaly detection algorithms
and anomaly detection models, designed for insider threat
detection and fraud detection.

A. Anomaly Detection

Anomalies or outliers in data always represent significant,
and often critical, actionable information in a wide variety of
application domains, which makes anomaly detection crucial
for many areas such as network security, fraud detection, etc.
Anomalies could be classified into two main categories as
follows:
• Point anomalies, which aims to detect an individual

anomalous data sample respect to other data samples.
• Contextual or collective anomalies, which aims to detect

some related or conditional set of anomalous data samples
respect to the entire data set.

Machine learning and deep learning methods have been
utilized to automatically extract anomaly detection rules to
detect point anomalies, such as CNN, RNN and LSTM [10],
etc. These models generally automatically or manually build a
feature set from the dataset, and then train the learning based
models to detect anomalies [11]. Such models could achieve
high accuracy in detecting point anomalies on structural data
such as images and videos. However, many real-world sce-
narios could not directly be characterized and quantified by
structural data, such as social networks and knowledge graphs.

B. Anomaly Detection Models on Insider Threat and Fraud

Fraud detection [12] refers to the detection of criminal
activities occurring in public and private sector organizations
such as banks, credit card companies, insurance agencies, and
government agencies. Insider threat [13] refers to the detection

of users within organizations undertaking malicious activities,
which could take severely impact on the organizations (e.g.
information theft, sabotage, fraud, and data exfiltration). A
number of models and systems have been proposed in the
literature, designed to characterize and detect insider threats.
These detection models generally build users’ profile or nodes’
profile, based on their activities such login/logon, file access,
email, instant message and web-browsing, where machine
learning [14] and deep learning models [15] could be used to
train the classification models for anomaly detection. Existing
insider threat detection and fraud detection models focus on
detecting point anomalous users or point anomalous nodes,
and there are few schemes which could predict or detect
some complex insider threat scenario or fraud scenarios with
collective users or collective nodes.

C. Application of GCN Model

Some traditional deep learning algorithms such as CNN
could have good results when processing euclidean data, which
is regular spatial structure, such as image and voice, etc.
However, most of the graphs in the real world could not be
represented by euclidean data, such as social network, knowl-
edge, graph, market graph, these data are spatial structure
without rules. Therefore, GCN (graph convolutional network)
model is proposed to overcome the limitation of the previous
models. With GCN models, the researches could represent
data from the spatial domain to graph domain, which could
overcome the limitation that CNN meets when processing non-
euclidean data. For example, the GCN model could outperform
other state-of-art machine learning and deep learning models
on many domains such as opinion inference [16], social
networks [9]. When representing users’ behaviors into graphs,
the learning based models could include not only individual
properties but also the collective information between nodes in
the graph. Therefore, we propose the first GCN based model
on anomaly detection for insider threat detection and fraud
detection. In the next section, we will describe the detail of
the anomaly detection framework using graph convolutional
networks.

III. FRAMEWORK

In this section, we provide the details of the anomaly
detection framework for insider threat detection and fraud
detection. We firstly give a short background description of
GCN. Then we describe the main modules of the proposed
anomaly detection model.

A. Graph Convolutional Networks

As described before, the GCN model is an extended version
of CNN, which could overcome CNN’s limitation when pro-
cessing some domain that could not directly be represented
into euclidean or structural data. The graphs of the GCN
model have two essential properties to represent the domain
information. First, each node of the graphs has its features,
such as IP, port, etc. Then each node contains structural
information such as communication patterns between nodes.



After transforming the spatial domain into graph domain, the
GCN model could learn both the feature information and
structural information of some graphs such as social network,
communication network.

1) Definition of GCN: The definition of the graph used
in GCN is as formula 1, V represents the nodes set in the
graph, and E represents edges set. The input of the GCN
model is a graph which contains many nodes with features,
and connections with nodes as edges of the graph. For the
detection models using GCN, the goal is to learn a function
of features on the graph to classify the input nodes.

G = (V, E) (1)

• Input for GCN. As described before, the input of the
GCN model could be divided into two parts. One is the
feature set for nodes, which could represent as a N ∗D
matrix F (N is the number of nodes on the graph, D is
the number of features each node). The other part of the
input graph is an adjacency matrix A (N ∗N ) represents
the structural information for the graph.

• Output of the GCN model O represents N ∗M matrix,
where M is the number of output classification categories
per node, N is the number of nodes in the graph.

Similar to the CNN model, the input matrix needs to be
transformed by multiple hidden convolutional layers before
output. The process of the hidden layer showed as formula
2, and we use H(0), and H(l) represents the input and output
of the GCN model as formula 2. In each hidden layer, the
input matrix is computed as the above formula 3, hl+1

i and hli
represent the feature set for node i in layer l+1 and layer l,
Ni represents set of node i’s neighbors(including itself), W l

Rj

represents weight parameter to transform information from
node j, 1

cij
represents normalization factor, such as degree

of node i. Moreover, σ() represents a non-linear activation
function like the ReLU. The multiple hidden layers of the
GCN model could process the input matrix as the following
three aspects.
• Send; means that each node would send their feature

information after transform to their neighbor node.
• Receive; means that each node would receive all the

feature information from their neighbors.
• Transform; collects the above feature information and

structural information and then transform them using a
non-linear function, to improve the expressive ability of
models.

H(l + 1) = f(H(l), A) (H(0)=X, H(l)=Z) (2)

hl+1
i = σ(

∑
jεNi

1

cij
hljW

l
Rj

) (3)

After converting the user nodes and their connections into
graphs, the GCN framework could make the classification
model more accurate by combining individual information
with structural information. In the next section, we will detail

the main modules of the GCN based anomaly detection model
for insider threat detection and fraud detection.

B. Anomaly Detection Framework

As described before, traditional insider threat and fraud
detection models always extract features singly from users’
property information, ignoring users’ communication such as
email communication, role-based relationships, etc., which is
essential for associated threat group detection. In order to
combine users’ properties and connection information between
users in insider threat and fraud scenarios, we convert the
communication network and users’ behaviors into a graph.
Then we design a GCN based anomaly detection model for
insider threat detection and fraud detection using the graph as
input. The framework is shown in Figure 1.

Fig. 1. Graph Convolutional Networks based Anomaly Detection Framework

In shortly, the system firstly initials a graph characterizing
users or entities within the network. The nodes of the graph
represent users’ or other entities, and the edges between nodes
represent the structural information of these users or entities.
In order to fulfill nodes’ properties and structural information
of the graph, the system then extracts behavioral features of
the users and entities to get nodes’ properties information.
For the structural information of these nodes, instead of using
the direct communication relationship, we design a weighted
function combining the connection relationship and similarity
of users’ behaviors as the adjacency matrix to improve the
detection accuracy. After building the input matrix, the GCN
model could generate the classification of each node about
whether they are normal or anomalous. In this paper, we use
insider threat detection as a domain application example to
show the detail to build a GCN model based anomaly detection
model. The progress of building an anomaly detection model
for many other domains such as fraud detection is similar to
the example, only need to take some change in the feature ex-
traction module. Otherwise, the anomaly detection framework
could be easily transformed into other application domains.

As shown in the Figure 1, the GCN based anomaly detection
framework for insider threat detection could be divided into
three modules.



1) Feature extraction module F, this module builds a N ∗D
feature matrix for the graph, N represents the number of
users within the network, D represents the number of features
extracted by this module for each user. In the insider threat
field, this module extracts users’ features and indicators for
insider threat scenarios. We collected and designed 31 features
to build a behavior profile of users for each user within
the network; the list of features extracted by this module
is shown below. In this module, we not only extract users
behavioral features from users activities in email, web, file,
logon, device, etc., and also extract content-based features of
users using natural language processing [17]. The combination
of behavioral features and content based features provide a
solid basis for characterizing nodes’ property information.
• Logon/Logoff features, Daily Logon/Logoff Times, Off-

Work Hours Logon/Logoff Times, numbers of PC for
Logon/Logoff.

• Device features, Daily number of device connection, off-
work hours device connection, PC for device connection.

• File features, Daily number of different files, total files,
files in off-works hours, exe files, PC for files.

• Email features, Daily number of sent emails, out organi-
zation sent emails, in-organization sent emails, average
email size, receivers, topic-related emails, sentiment-
related emails.

• Web features, Daily number of web pages browsed, Wik-
ileaks related web pages, sentiment-related web pages,
topic-related web pages, key-logger related web pages.

2) Graph matrix module, this module builds a N ∗ N
adjacency matrix to characterize users’ connections between
the users. Traditionally, the adjacency matrix for the GCN
model is fulfilled as a 0-1 matrix, where A(i, j) = 0 if there is
no connection from node i to node j, else A(i, j) = 1. Different
from the areas in social networks and knowledge graphs, there
are many isolated users within the network graph in insider
threat and fraud detection areas. Using the direct connections
between users, such as email communications may ignore
essential structural information between users. Therefore, in
this paper, we design a comprehensive function to generate
the adjacency matrix, which leverages the direct connections
between users and the relevance of their behaviors. The
formula to quantify the relationship between users as formula
4. We use a parameter ω (0 1) to balance the connections
and similarities between users. In detail, Cij (0, 1) represents
whether there is a direct connection between node i and node
j, and we use cos formula to compute the similarity of two
users.

A(i, j) = ω ∗ cos(Fi, Fj) + (1− ω) ∗ Cij (4)

In Figure 2(a) and Figure 2(b), we display the difference of
building adjacency matrix using direct connections between
users and using the weighted function as formula 4. The
graphs show parts of the connections network in our evaluation
data set. For Figure 2(a), we connect the two users when
there exist email communications between them. However,

(a) Direct Connections (b) Weighted Function

Fig. 2. Graph of the Inside Network Characterizing by Direct Connections
and Weighted Function for Building Adjacency Matrix

there are many isolated nodes such as users with ID ”ASD,”
”MAR” and ”CRM,” which may decrease the learning ability
to train a robust anomaly detection model for the GCN model.
Therefore, we use the weighted function computed by formula
4 to connect the users of the network, shown in Figure 2(b).
The solid edge between two nodes indicates that the adjacency
matrix between these two nodes is A(i, j) > 0.5. The dotted
edge between two nodes represents that the adjacency matrix is
A(i, j) < 0.5. Based on our experiment, the detection accuracy
could be largely improved after updating the adjacency matrix
for the input graph.

3) GCN Design module, after transferring the inside net-
works’ users and their behaviors into graph matrix, we design a
2-layers GCN model to train the anomaly classification model.
The information flow of the designed GCN model is shown in
Figure 3, which could also be characterized by formula 5. For
the information flow, W 0 represents input to the hidden layer
weight matrix for a hidden layer with H feature maps. W 1

represents a hidden-to-output weight matrix. To compute the
classification output of each node, we use a softmax activation
function which shows in formula 6. To train the parameters
of the GCN models W0 and W1, we perform batch gradient
descent, and use the cross-entropy error showed as formula
7 over all labeled examples to evaluate during training step.
In the next section, we will show the experiment to evaluate
the effectiveness using the designed GCN model for detecting
anomalous insider behaviors.

Z = f(X,A) = softmax(A ReLU(AXW 0) W 1) (5)

softmax(xi) =
1∑

i exp(xi)
exp(xi) (6)

e = −
∑
l∈yL

F∑
f=1

Ylf lnZlf (7)

IV. EVALUATION

In this paper, we use a public insider threat detection data set
named CMU CERT v4.2 [18] to evaluate the performance of
the designed GCN model. In this section, we first introduce the
background information of the data set and the preprocessing
methods to build the input matrix. Then we give the detail



Fig. 3. Information Flow of Graph Convolutional Networks Framework

parameters of the designed GCN model and the detection
accuracy using the developed GCN model. Finally, we will
discuss the classification result and compare it with some state-
of-art methods.

A. Data Set and Data Preprocessing

The data set provided by CMU CERT consists of 1000 users
in a simulated network and their activities from 01/02/2010 to
05/16/2011. These activities are mainly logs on web browsing,
email communication, file operation, device usage, and logon.
The CMU team collected these 1000 users’ activities as
normal activities, and they also developed three insider threat
scenarios which consist of the labeled malicious insiders and
their anomalous activities. Therefore, we use the tagged user
and labeled anomalous activities as input data to train the
anomaly detection model.

To build the input matrix for training GCN model, we
convert the 1000-user network into a graph where the nodes
represent the users and edges represent the relationships
between users quantified by formula 4. The following table
I shows the number of edges when using the direct email
connection and weighted function as formula 4 to quantify the
adjacency matrix of the network. The original number of edges
is only 3556, which contains many isolated nodes. Moreover,
the updated adjacency matrix consists of 1000,000 non-zero
values which could characterize much comprehensive informa-
tion for training a robust model. Then we process the logs of
users and extract daily features of them as described in section
III, and builds an input feature matrix as F (User, feature) =
{M,S}, where M denotes the set of users in the organization,
and S represents the extracted features. In this experiment, the
size of M equals to 1000, and the size of S equals 31. Then we
use the ground truth provided by the data set about the labeled
users and their anomalous activities to build the output matrix
as O(User, Label) = {M,C} where M denotes the user set
in the network, and C represents the classification label for
each node. The following table I displays the summary of the
data for evaluation, such as the number of nodes and edges,
train set, test set, etc.

B. GCN model

To implement the GCN model, we use TensorFlow as the
deep learning platform to implement the GCN model. As

TABLE I
SUMMARY OF THE DATA SET

Category Property Value
Dataset Number of Nodes 1000

Number of Features 31
Number of Edges Using Direct Connections 3556
Number of Edges Using Weighted Function 1000*1000

Input Matrix Feature Matrix 1000*31
Adjacency Matrix 1000*1000

Label Matrix 1000*2
Train Set Number of Normal Nodes 160

Number of Anomalous Nodes 40
Test Set Number of Normal Nodes 170

Number of Anomalous Nodes 30

described before, the framework of the designed GCN model
is shown as Formula 1. The parameter of the designed GCN
model is shown in table II. For training a robust GCN model
and avoiding over-fit, we add a drop-out function before the
output layer where the dropout rate is 0.5. As described
before, the designed GCN model consists of two hidden graph
convolutional layers. The learning rate is initialized as 0.01.
Moreover, we set the epoch for training as 50 and 16 units in
hidden layer 1. In the next section, we will show the accuracy
result using the GCN model for detecting anomalous activities
of insiders, and compare the results with other state-of-art
methods.

TABLE II
PARAMETER FOR TRAINING THE GCN MODEL

Parameter Value
Initial Learning Rate 0.01

Weight parameter in formula 4 ω 0.8
Number of epochs to train 50

Number of units in hidden layer 16
Dropout Rate 0.5

C. Result Discussion and Comparison

In this paper, we compare the designed GCN model with
four widely used machine learning and deep learning algo-
rithms such as Random Forest, Logistic Regression, SVM,
and CNN. We use SK-learn tools to implement these four
algorithms. The Figure 4 shows the detection accuracy for
anomaly activities using the GCN model and four comparison
algorithms. To evaluate the effectiveness of using the weighted
function to quantify the network’s structural information, we
also test the result of using the direct connection between users
and using the weighted function as formula 4.

Figure 4 shows the detection performance of the revised
GCN in comparison with four other machine learning and
deep learning algorithms. We observe that the revised GCN
based model outperforms the other four competing algorithms
which ignore the structural information between users. For
the four competing models, the CNN model achieves the
highest detection accuracy (i.e., 93%), and the two-deep
learning models (CNN and GCN) outperform the other three



machine learning based methods whose detection accuracy
approximately 85%. We also compared the detection accuracy
using a direct connection or the weighted function to build the
adjacency matrix for the GCN model, the detection accuracy
could be significantly improved (and in the context of our
experiment, from 85.5% to 94.5%). Moreover, the recall rate
of the revised GCN based algorithm is about 83.3%, while the
other algorithms only achieve the recall rate at nearly 70%,
which shows that GCN based model could largely reduce
the number of undetected anomalous behaviors. Therefore,
when converting the network and users’ behaviors into graph
structural data, the classification accuracy and recall could be
primarily improved instead of only using single points’ feature
information. The result shows the effectiveness of using the
graph to characterize the property information and structural
information for anomaly detection.

Fig. 4. Detection Accuracy on Insider Threat Using GCN model

From the result, we could see that characterizing the
network and users’ behaviors into a graph, could improve
the anomaly detection accuracy. Using direct communications
between nodes for the adjacency matrix could get excellent
performance in many other areas such as social networks, and
traffic prediction, etc. However, for insider threat and fraud
detection issues, merely using the connection relationships
between users to quantify the network’s structural informa-
tion, may not make the best of the GCN model. Therefore,
we update the process to generate the adjacency matrix as
formula 4, and the experiment showed the effectiveness of
the updated adjacency matrix. Moreover, the designed GCN
model could also take effect when detecting malicious groups
with correlated anomalous events and groups.

V. CONCLUSION

In this paper, we designed a GCN based anomaly detection
system for insider threat detection and fraud detection. To
characterize and quantify the structural information between
users in insider threat detection and fraud detection problems,
we designed a weighted function which leverages the direct
connection between users and their similarity in activities.
The designed GCN model outperforms four other state-of-art

machine learning and deep learning algorithms, in detecting
anomalous activities of malicious insiders or frauds and corre-
lated threat groups. In the future, we will implement the GCN
based models in real-world applications to further evaluate its
utility and scalability.
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