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Abstract—In many applications of sensor networks, securityis  In  [15], Zhang and Cao describe a scheme in which
a very important issue. To be resistant against the various attacks, sensors are randomly divided into groups and each group
nodes in a sensor network can establish pairwise secret keys[s]’shares a symmetric key. Messages are attached with multi-

[6], [10], authenticate all communications with cryptographic . .
functions[8], and also apply secure information aggregation ple MACs corresponding to different group keys to protect

schemes[13] or hop-by-hop filtering methods[14], [16]. However, Message integrity and detect false messages. To address the
these security measures can take considerable overhead in termsdata injection attacks, Przydatekt. al. proposed the secure

of storage, communication and computation, which are scarce jnformation aggregation (SIA) scheme[13]. It is based on
resources in sensor nodes. Previously proposed security measures, ,qregation computations that give statistically approximating

can only resist against a limited number of compromised nodes, It d int fi fs at th ¢ d Th
which we define as theesistance levelin this paper, we propose a results and on interactive proofs at the aggregator nodes. the

separate solution to any security measure. This technique either SCheme ensures a good approximation of true values (medium
significantly reduces the overhead, or increases the resistanceor min/max of the data reports), even if a small number of

level without increasing overhead. The solution is based on a nodes or the aggregator node are compromised. On the other
new “Mixed Multi-Channel” (MMC) architecture. In this design, hand, new efforts have devoted to data authentication and

each node can only use one fixed channel. The whole network,.. . . .. .
is thus divided into multiple “planes” by the different planes. filtering of the injected data[14], [16]. The basic idea is that,

Exploiting the characteristics of multi-channel communication, a N the example of [16], each node shares different secret keys
series of methods are proposed, such as MMC-1, MMC-k and with the base station, each of the neighbor nodes, and certain

MMC-r. We then present designs to integrate the methods with nodes multiple hops away. Then, each data report is attached
current security measures, and analyze their resistance level and with two MACSs by the generating node, one is computed using
energy conservation. . . .
the key shared with BS and one using the key shared with the

In_dex_Terms—Senso_r Networks, Secur_ity, M_ulti-qhannel Com- node t hops away along the path towards the BS. While t

munication, Key Establishment, Information Diffusion reports about the same event from different nodes are packed
together for delivery to the BS, each forwarding node can
l. INTRODUCTION verify the MAC of one report. During this interleaved hop-

Wireless sensor networks help people to accurately gathisrhop authentication process, reports with wrong MACs or
information, monitor and react to events from the physicalot agreed by t other reports are identified and filtered out.
world. In hostile application environments, such as battl&inally, reports that reach the BS are verified by the it.
field surveillance, security becomes a major concern. AnSecure services and operations in sensor networks take
opponent can attack a sensor network in various ways. Eensiderable overhead. In terms of storage, pre-stored secret
can introduce “bad” nodes into the network, or, capture amaformation is needed for each shared key with other nodes.
reprogram original sensor nodes. The attack can be on dbetaterms of computation, a sensor node needs to compute
confidentiality, authenticity, integrity, freshness or availabilitynultiple cryptographic functions for MACs of each data report
A malicious node can impersonate as if it were a large numbar control packet. In terms of communication, extra dialogs
of nodes. This type of attack in sensor network is identified asnong nodes are necessary to establish and update shared
the Sybil attack [11]. In data injection attack, for example, theecret[15], and identify malicious nodes. For any security
malicious Sybil node can multiply the amount of false datscheme, we can define its resistance level, which is the
that can be injected into the network. maximum number of compromised nodes it can resist before

To resist against the attacks, secure communication liee scheme can be feasibly broken. To deal with this security
tween sensor nodes is necessary while maintaining scalabibitgach, compromised nodes should be identified and the
and flexibility to topology changes. This is usually basethnocent nodes should update their shared keys to regain the
on pairwise key management and authentication of contiay secrecy.
packets and data reports. Several research efforts have focuseéd this paper, we deal with this security breach problem
on this measure[10], [5], [6]. The various key managemehy enhancing the resistance level of any established security
techniques can be broadly classified into the trusted sergehemes. Based on a new multi-channel architecture, we
approach [7] [12], self enforcing [2] and pre-distributed [9]. investigate several methods that can exploit the multi-channel
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groups are formed in the network by the different channel: e B Nmsu5§iz & oo vonscrms @ g s

and we name each group as oplkane Multiple planes in

the network can be homogeneous, with each plane runnifig 1. An example of the mixed multi-channel deployment.

the same functionality simultaneously. Or, the planes can be

running different functionalities, and jointly carry out the full

task of the network. network topology for the plane separately. Since the sensor
The rest of the paper is Organized as the fo"owing' In Se@OdUles in current motes have rEIatively much smaller SenSing

tion I1, we present the new Mixed Multi-Channel architecturd@nge compared to the radio transmission range, a deployment

In Section 11, we describe our proposed solution. Section Ifpat meets the sensing coverage requirement will be overly

and Section V present the implementations of scheduling tiense for network connectivity. Thus, in single channel setup,

secure plane in the network, using pre-stored schedule A8 media access protocol needs to deal with overly crowded

dynamic schedules, respectively. In Section VI, we analyze tAote population. On the other hand, the mixed multi-channel

resistance level and the energy consumption of the propoggghitecture will significantly alleviate this problem by its

solutions. The conclusions are presented in Section VII. channel clustering technique that is therefore, energy efficient.
Other than the normal nodes, the different planes of the

network are connected by certain number of bridge nodes,
which are shown in Figure 1 as dark nodes. They are of more
We assume that the open radio media shared by the wirelbigh-end form factor, and we assume each bridge node is
links can be divided into k different channels. Here, k igquipped with k radio interfacksEach bridge node is capable
a limited and constant number such that each channelofssimultaneously communicating via different channels, thus
free from any interference from other channel. Thus, if thi&e different network planes are connected to each other at the
channel division is based on radio frequency, we assurpédge nodes.
non-overlapping frequency bands. Currently, the MICA motes With regard to the security issues, we have the following
provided by the CrossBow company can work under 900 MHissumptions: 1) For a sensor node, it is impossible to know
band or 2.4 GHz band. In fact, it is possible to pick severathich channelitis using until it is captured and compromised;
non-interfering bands in the ISM bands (900 MHz, 2.4 GH2) There are physical boundaries that limits a node in certain
and 5.8 GHz). Therefore, conservatively, k can have a constghainnels. Once captured, a node belonging to channel A
value between 2 to 10. cannot be freely changed to use channel Bhis physical
We also assume that the sensor nodes do not have mdifiitation enforces the partition of the network, which is a
channel radio interface. With each node using one specifigasis of the methods presented in Section IIl.
channel, one can imagine an example deployment of mixing
MICA2 motes (working on 900 MHz or 433 MHz) with [1l. GENERAL SCHEME

MICAz motes (working on 2.4 GHz). This assumption agrees | thjs section we propose a series of methods that utilize the
with the requirement of minimizing each sensor node, amgMc architecture to enhance the resistance level of current
gives us new advantages in data delivery performance agtyrity measure. We start from the basic MMC-1 method that
network security. This paper is focused on investigating theggplies the security measure to one plane only, while nodes in
advantages. other planes communicate in the normal mode. The MMC-1
Finally, we propose the Mixed Multi-Channel (MMC) ar-method reduces the extra overhead in secure measures while
chitecture for sensor networks. The N nodes in such a sengfireasing the resistance level. However, if each plane applies
network is equally divided into k groups, with each groupn independent copy of the secure measures, the resistance
assigned to one of the k available channels. The nodes in @&¥e| will be further increased. This method is called the
group can all communicate using the assigned channel, agfic-k method, where k is the number of planes. Finally, in
no other channels. For each group, the nodes of the graua third method, only one plane works in secure mode at any
is evenly distributed across the whole network field. In Othgh]e, but the network follows a secret schedule for deciding
words, if the area of the entire network field is A, then thghe secure plane. Named as the MMC-r method, it achieves

density of nodes in any group i$/(k - A). The density of the same resistance level of MMC-k method, but the overhead is
whole network nodes i&V/A. similar to MMC-1.
Figure 1 shows an example of this mixed multi-channel1 _ _ _
deployment with three channels. Divided into different char. " practice, a bridge node can be formed by connecting k motes to a
1?’0-104 single-board computer
nels, the network formsl three planes, one for each group. hQ=or example, a MICA-2 mote cannot effectively be converted into a
nodes at each plane is dense enough to form a connecatda-2z mote.

Il. THE MIXED MULTI-CHANNEL ARCHITECTURE



A. The MMC-1 Method not reveal the pairwise key between any other innocent nodes.

In this method, only a fixed plane employs the secur-Ehus’ the resistance level of this scheme /hen the MMC-

measures such as pair-wise key establishment scheme and<tfeethod is applied, only combining information from two

data authentication and filtering protocol. Data delivery prdlodes of the same plane will be useful to the opponent.
tocols are running at the k planes independently, and data aré) MMC-k with Polynomial Pool-based Key Distribution:
collected from the planes simultaneously and independenffy" the basic polynomial-based key distribution scheme, once
The data collected from the secure plane are trusted. The sifig coefficients of the t degree polynomial is revealed, the
node can use the trusted data, which is sampled uniforn@pPonent can know the public keys between any two nodes.
from the whole network field, as a reference for checking th address this problem, a pool of multiple polynomials can
data from other planes. While using this model of checking i€ Used instead of one single polynomial. In [10], a grid-based
data collected from the normal planes, any data that deviaRfdynomial pool scheme is proposed. When MMC-k method
too far from the model will be identified and ignored. In thidS combined with this polynomial pool-based key distribution
manner, even though a node in normal plane can be captup§§eme. k grids, i.e., polynomial pools, need to be gener-
and be made to inject data without resistance from any secuffd: t©© achieve plane independence. However, the number

measure, the injected data and its source will be identified a@fgPolynomials in each pool ig" = \/N/k, as compared to
ignored by the sink. m = /N in the original polynomial pool scheme. Thus, the

The overhead for security measures in MMC-1 method {gtal number of different polynomials needed2g’k - N, as

reduced. Instead of having N nodes setting up pairwise kef§mpared t@v/N in the original scheme.
only N/k nodes are needed to do this operation and perform

the authentication computation for their packets. The majorigy The MMC-r Method

of the nodes are freed from this computation. This will result

in significant energy savings. Let us compare the MMC-1 method and MMC-k method.

In MMC-1, only one k-th of the nodes in the network are
applying the standard security measures. The majority of the
B. The MMC-k Method nodes do not incur the cost of storing keying information and

In this method, all k planes employ the secure measuréalculating MACs for each transmitted packet. For miniature
It is important that each plane uses an independent copyS§Nsor motes, this extra cost can drain their power much faster.
the secure measure. In this manner, if the opponent capture/Rile using MMC-1, the nodes in the secure plane can be out
node in plane A and one node in plane B, the opponent orfijy €nergy sooner than other nodes. In this case, one can add
gets two independent pieces of information. There is no vall¥k nodes into the network to form a new secure plane. On the
of combining information from nodes from different planesother hand, the shortcoming of MMC-1 is its dependence on
as it only does for nodes from the same plane. one certain plane. Once it is cracked down, the data received

1) MMC-k with Polynomial-based Key Distribution: IS not trustworthy or verifiable.
Polynomial-based key pre-distribution scheme by Blom[3] and The resistance level of MMC-k method is much higher
Blundo[4] is a popular method for establishing pairwise key§an MMC-1, and the overhead is not much more than that
in sensor network[10]. In the key pre-distribution scheme, tff standard security measures. We assume that the opponent

key manager first generates a bivariate t degree polynomigfan only compromise the nodes one at a time, then the
planes can only be breached one at a time. This can be

: i g detected immediately if the network is continuously cross
fley) = Z Cig Y checking the data gathered from the trusted planes. However,
wI=0 the shortcomings of MMC-k is still its overhead. Current
Defined over the finite field of3F(p), wherep is a large security measures can be too much burden for the tiny motes,
enough prime number, the polynomial should also satisfy thed is a limiting factor for further down-sizing the sensor
property of symmetry, i.e.f(z,y) = f(y,z) for any two motes.
nodesz andy. Thus the secret key shared by nodesnd Considering the MMC-1 and MMC-k method, another
y is f(x,y). For any nodei, it only stores a partial shareoption emerges that combines the properties of both methods.
of polynomial f(z,y), which is a single variate polynomial In MMC-r, the main idea is still to have one secure plane in the
f(i,y). Since f(i,y) is at degree polynomial ofj, node: network at each time, however, the secure plane is not a fixed
needs to store + 1 coefficients. Thus, if nodé needs to one, but any plane in the network following a schedule. The
communicate with nodg, it computesf (i, j) as the shared overhead of secure measure using MMC-r will be comparable
key with nodej. to MMC-1, with extra overhead of secure plane scheduling.
When MMC-k method is combined with this key pre-On the other hand, the resistance level of MMC-r will be much
distribution scheme, the key manager needs to generatdigher than MMC-1, since there is no single target of attack.
set of k polynomials.f (z,v), fo(x,y), ... fx(z,y). Nodes of Up until all the planes are cracked, the network can always
plane I will only be associated with polynomiaf;(z,y). use one secure plane as the source of verified and trusted data.
Thus, the independence between different planes is achievedthis sense, the opponent still needs to compromise at least
In the original distribution scheme, Blundo[4] has proved thatnodes in every plane. Thus, the resistance level is the same
combining the information stored incompromised nodes will as the MMC-k method.



We assume that the sensor nodes are loosely synchroniZetk corresponding function set can be shown as:

The time is divided into slots of length Ts, and a plane in M
X g . _ |1 : g(s)e P
secure mode will remain in that mode for the entire length of fi(s) = { 0 : g(s)¢ PZ,M
a time slot before either being replaced by another plane, or -9 v
assigned to continue to the next slot. The length of a slot, TQr any node i in Plane I, the pre-stored information about the
is a system parameter, and we expect its value in the orgéecure plane scheduling is the pseudo-random function g(s)
of several minutes. The time slots are sequentially numberédd the partition”}. The memory for storing each partition
denoted by integer variable Thus, we can define the schedulés %[ZOQM] bytes. If there are 8 planes and M=4096, the
of secure plane as a functigh: {1,2,...,00} — {1,2,....k}, memory requirement for each partition is 768 bytes. The par-
whereI = f(s) means that at s-th time-slot, plane | shouldition of {1,2,...,M} should avoid any pattern. In this manner,
be the secure plane. At certain point before the start ofsslotthe information from one node only reveals the elements in one
all the nodes in the network has computg). The nodes partition, and there is no information about how the remaining
in plane f(s) will conduct the secure measure during thelements are partitioned. Thus, the schedules for other planes
slot, while all other nodes will be plain communication modeare protected.
The secure plane schedule is pre-stored at all the nodes in
the network. Thus, all nodes in the network can agree @) Neighbor-supported Diffusion
the schedule without the communication overhead and issue%.Ne can aool iahb e o
However, this raises a security threat, i.e., the onent can. PRIy neignbor supported diffusion  [15] fqr d'.f
. y threat, ! opPp Qr% ing the plane schedule. First, we generate k bivariate

compromise one node and get the information about the globa? 9 P i 9

schedule of the secure plane. If the opponent knows tﬁglynommls over the finite field GF[q] where q is a large

full schedule of the secure plane, the MMC-r method Wiﬁnme number. The polynomials are of the following form:
be no stronger than the MMC-1 method. In Section IV, we er(z,y) = Z pijxiyj_
will discuss how to solve this problem using the information 0<i<t,0<j<p

diffusion principles. These k polynomials are assigned to the k planes as the

encryption functions. For plane |, Lg}(s) denote the plane’s

IV. IMPLEMENTATION OF SECUREPLANE SCHEDULING  gncrypted version of the global scheduling functjé). The

A. Computational Diffusion en-decryption off (s) at plane | is expressed as follows:
Thg idea of com'putatlonal dlffu5|on is to decomppse the F1(s) = f(s) + er(z,),
function of scheduling] = f(s), into a set of k functions, — )
_ . f(s) = f1(s) —er(x,y)
fi(s) : {1,2,...,00} — {0,1}, (1 < i < k). For all integer . i )
slot number s: For nodew in plane |, we assume it can establish trusted
L ifie f(s) communication withy of its neighbors in the same plane. Let
fi(s) = { 0 1 ifidf(s) ui, U2, ..., u, be the ID of the trusted neighbors. Then nade

will compute the values of;(u,u;) for i from 1 to u. It will
Then, instead of distributing the schedule functifs) to give the value ok;(u,u;) to neighboru;, and it will compute
every node, only functiorf; (s) is distributed to nodes in planea e;(u, r) value for itself to keep, where is a random value.
I. Before the start of the s-th time slot, all nodes will comput&hen, node: removes functions; (x,y) and f(s). We should
their share of the function in the set. For any node i in planerpte that each of node’s trusted neighbor will also give its
the result off;(s) will be 1 if plane | is scheduled during theown value tou to keep. The value given by neighboy will
time slot, otherwisef;(s) will return 0. Thus, the definition be e;(u;, ). This completes the pre-distribution process.
of function set makes all nodes in the network agree on theWhen node: needs to consult the schedule functif(s), it
global schedule. We should ensure that capturing informatiwrill collect the . values ofe; (u, u;) from its trusted neighbors
about one function in the set will not reveal any informatiom, ..., u,,. With its own value ofe;(u, ), nodew will have
about any other functions. Thus, compromising one node in thet 1 different values from the polynomial; (u,y). Since it
network, the opponent will only be able to know the schedule a n degree polynomial ory, nodew can now reconstruct
for one plane only. the polynomial with the collected + 1 values. With f/(s)
We now discuss one implementation of the schedule fur@rde;(x,y), nodeu can decrypt the schedule functigits).
tion and the corresponding function set, that can satisfy
this property. We need a pseudo-random functild) : ¢ combined Diffusion

{1,2,...,00} — {1,2,..,M}, where M is an integer of . . e
reasonably large value. The result of function g(s) shou] We combine the previous two diffusion me_thod_s to make
e plane schedule a stronger secret. We will still have the

be equally likely to be any integer between 1 and M. If w o ) .

partition the set{1,2,...,M} into k subsets of equal size, we et 1’2".”’M part|t|0n¢d into k- subsets. The k encryption

useP to denote the k-th partition. Then, the global schedu plynomialse; (z, y) will also be needed. Then, for plane I,
; ) the integer values in partitio®?”! will be encrypted using

functi ill be defined the following for all int : ' . ) i
unction /(s will be defined as the following for all in egerthe polynomials. That is, for each integer valuén partition

slot number s: , .
PM_ we will computev’ asv’ = v + ef(z,y). For nodeu
f(s)=i iffg(s) e PM. in plane 1, it will still distribute i values ofez(u,u;) to its



w trusted neighbors. This will diffuse the encryption function - 2 | 3 | 4 ‘ : | : ‘ k ‘

as a whole in the same manner described in the previous sub rangomizaion Aot

section. Then, node removes the original values in partition l

PM and only keep the encrypted value. ' ' 7 | 7 ‘ - _ -
Hence, the opponent needs to compromise multiple nodes

in one plane to break the encryption function for that plane. lA:‘sg\mﬁZﬁiﬁﬁvs

Even, after that, the opponent still cannot know the schedule

of other planes. Byle1 | Byte2 | Byed | Bytes ‘ Byte k
V. IMPLEMENTATION OF DYNAMIC SECUREPLANE D
SCHEDULING GK3_En | GK1_En | GK4_En | GK2_En | GKk_Enc GK6_En
c(Byte1) | c(Byte2) | c(Byte3) | c(Byte2) | (Byte5) c(ByteK)

In this section we present a study of dynamic scheduling of —
secure planes. Time is divided into superframes which is sub-
divided into time quanta. A time quantum is the time required S
for a plane to perform an observation and communicate it to
the sink. We still assume that the keys (intra plane as well as

group keys for communicating with the sink) in the sensors are
pre-deployed. We assume that the sink is a secure and higt
resource device in terms of memory and processing power.
The sink will be the central scheduler for time scheduling of
the active planes within a superframe. The primary parameters
involved in dynamic scheduling are:

1) Number of secure planes (one, r, all),
2) Superframe size (fixed or variant), Fig. 2. Construction of a Dynamic Scheduling Message
3) The key management scheme used per plane (homoge-

neous or heterogeneous).

We discuss the impact of each of these parameters in tiistribution problem if a common scheduling message is being

Sink

following subsections. transmitted to all the sensors can be represented as a function
for each planef,, fo, ..., fr such thatf;.(scheduling message)
A. Least Variants = time codei in superframe { < i < k).

The most simplistic case with the least number of variants is " €xample if there were 4 planes available and the random

to assume a fixed superframe size of k+1 time quanta, wher@§nPer generated was 3412 then the first byte is encrypted by
represents the number of planes. A common message is sefiffoPuPlic key of the third plane, the second byte encrypted by
all the sensors on their respective planes. The key managenfBfiPublic key of the fourth plane, the third byte by the public
scheme across all planes is uniform though the keys af@Y Of the first plane and the last byte by the public key of the
different and the number of secure planes per time quantﬁn"ﬁcqnd plane. This message is transmitted to all the sensors in
is one. We assume that in every superframe every plane WP field. Each sensor will try to decrypt the message one byte
be in secure mode exactly once and each in a different tiffle@ time. The index of the byte that a sensor decrypts will
quantum. We require k+1 time quanta per superframe. The the pos_ltlon of the time quantum in the superframe that it
superframe will comprise of k time quanta, one per plarﬂeas to _be in secure mode. ane a sensor node has deuphgred
and one more to receive and process the next schedulﬂﬁgpomon of the message it need not parse any further. It is
message. We assume that every plane has a group key. ¥heimed that the keys are pre-deployed, but the schedule is
sink will employ a card shuffling algorithm to generate Jot. Whe_n a sensor decphers its sche_:dul_e it can thgn perform
random schedule, i.e. take the numbers from 1 through k aWt? sensing and communicate to the sink in the required mode.

shuffle them. We can use the Knuth shuffle or Fisher-Yatdote that a sensor is sure that other sensors in its plane will

shuffle [1], which is a linear time algorithm for this purpose®/SC be active during that time quantum. The advantages of
is scheme are:

Based on the generated random schedule, the sink will senﬁi1
k byte structure to all the sensors. This k byte structure coulde Schedule will vary per superframe making it difficult for
be as simple as a k byte array where the same byte is replicated eavesdroppers to capture useful information.

k times, each byte holds some protocol information. We will « The secure channel functionality is not limited to one
discuss content of the k byte structure later. Each byte in the plane. It can vary, so if one secure channel is compro-
structure is encrypted by one of the public (group) keys of a mised by an adversary, the sink can mark and eliminate
plane. The index of the byte to be encrypted by a particular that. It can instead use another one.

plane key is determined by the generated random schedule 2. This distributes the overhead of secure mode functioning
The next scheduling message will be a permutation on the over all planes with a good probability. It is therefore a
previous one, so that no consecutive scheduling messages havebetter approach than just changing the active time of a
the same schedule. The mathematical model of the schedule constantly secure plane in the sensor field.



. . . Number of Pl .
« Intrusion detection can be performed since at least o Mataid B DR
plane in every time quantum is executing in the secu ] Randomization 5 tmes

mode. The sink can, therefore, compare the data receNa |5l = [= | 5] ]2 I [ = 150 (2150 50 T |2

and discard corrupt data and mark its source if a plal [ Tncsontos.r=3
has been breached.
The main disadvantages if this approach are:
. . . 41352
« A common scheduling message implies the nodes w o Secure Sehes - 5' 1>
. . . Inal secure schedule =

have to transmit and process extra information (th. Tel:

belongs to a different plane) not useful to its plane.

« The superframe structure could be too small resulting [00010101 Joooo1010] 00011001 Jooo10111 [ oco01110 |
high overhead of transmitting a scheduling message eve pissenination - Plane 1 Flane2 P Fs Pancd Fianet
superframe.

P | GK1 | GK2 .':_,| GK3 .5_| GK4 | GK5 J

o As compared to the pre-deployed scheduling scheric
there will b(_e more protocol and computqtlonal OYerhe%. 3. Construction and Dissemination of a Dynamic Scheduling Message
to communicate and decrypt schedule information. Wer Multiple Secure Planes.
will discuss further how to offset this overhead by in-
creasing the superframe length in a later part of this
section. communication and processing overhead incurred by the nodes

« In contrast to the static scheduling mechanism, all tie forwarding and processing data that is not required by
nodes will spend one extra time quantum per superfrarifeeir plane. Executing all planes in the secure mode does not
to obtain to obtain the new schedule. provide much added advantage, results in high cost and mini-

mizes the impact of multichannel plane scheduling paradigm.

B. Varying number of secure planes However in general it is ob_served that_the Iev_el of sec_urlty

] of the sensor network also increases with the increase in the
The above scheme can be extended to multiple ‘r' numbglimper of secure planes.
of secure planes. Given a fixed superframe size of k, the sink; can pe observed that, the protocol cost(communication

can generate the schedule by performing the card shuffliggy processing overhead) is directly proportional to the num-
algorithm on numbers 1 to k, k times. Each iteration iger of secure planes used.

performed on the previously generated schedule. The result of
each iteration can be truncated to r entries. Every iteration will . ]
correspond to a time quantum in the superframe. The schedte Vaying the Superframe Size
can now be disseminated by the sink to the planes in two waysIn a fixed superframe size we assumed that the scheduling
The first is using a common scheduling message. The sink gaassage is transmitted by the sink after evéry 1 time
use a structure of siz& - k bytes, where X is the minimum quanta. if k is small the resulting overhead will be high. This
number of bytes required to represent the superframe. Thverhead can be offset by increasing the superframe length and
first X bytes are for the first plane, the next X bytes for thallowing duplicates in the schedule. This may increase the size
second plane,...the last X bytes are for the kth plane. The bifsthe scheduling but the resulting communication overhead
corresponding to the time quanta for which a plane has wall become proportionally smaller. This can be implemented
be in secure mode are turned on. The first X bytes are thientwo ways. The first is by increasing the number of bytes in
encrypted using the group key of the first plane, the next the k byte structure so that there is a byte for each time slot
bytes using the group key for the second plane... and the lasthe superframe. Using this scheme, the sensor nodes will
X bytes by the group key of the kth plane. An example of thisave to process the entire message to the end to discover the
process is depicted in the figure 3 with k set to 5 and andsecure mode schedule of their planes. The other way is to use a
to 3. Here X will be just one byte since 8 bits can representsbructure of sizeX -k, where X is the number of bytes required
time quantum schedule (one bit per time quantum). The secdndrepresent the number of time quanta in the superframe.
method of dissemination is sending a separate message to gawre will be X bytes available per plane and the sink can turn
plane with its schedule. A per plane scheduling message vgh the bits that reflect the secure mode schedule of a particular
have lower communication overhead while a common messggane before encrypting it with the group key of that plane.
will be more secure against eavesdropping. The former approach is more extensible, frees the bytes in the

In general the probability of causing a security breach aftkrbyte structure to encode other information and for shorter
capturing T nodes if there number of secure planes is 1, r superframe sizes will result in a smaller scheduling message.
all will be the same as that for the MCS-1, MCS-r and MCSHowever, in the latter scheme once a node has successfully
k schemes as discussed in Section VI. This is because wedsgarypted its word, it need not process the rest of the message
not assume that the attacker will pick out a node based on hisd the scheduling message size will be shorter as compared
previous knowledge or attempts. to the former approach for longer superframe sizes.

The advantage of this scheme is that more number of
secure planes strengthens the security of the network. Th&he cost of the protocol is, therefore, directly proportional
disadvantage of a common scheduling message will be tioethe scheduling message size but inversely proportional to
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the superframe size. The security level of the sensor network Number of Compromised Nodes
would decrease with increase in the superframe size, i.e. it

would be prone to eavesdrop. Hence, Fig. 5. Probability of breach. (t=4)

1

C o (NP)(SMS/SS) 1)

)
®

Here, C is the Protocol Cost, NP the nhumber of secure planes

used, SMS is the scheduling message size and SS denotes /

superframe size.
Furthermore, if the restriction of a fixed size superframe / 1

is removed, then the sink will also have to transmit the / i

superframe length in the schedule structure. This information . B

will have to be made a part of every plane’s portion in ° Number of Compromised Nodes

the scheduling message structure thereby further increasing

the length of the message. A variable superframe lengily. 6. Probability of breach. (k=8)

implies that in one superframe there could be two observations

performed while in the next one there could be five. The sink

can generate a random number betwé&end a configurable We are currently researching the dynamic scheduling sce-

maximum superframe length, to find the length. The sinkario to quantify the proportionate impact of the parameters

will then generate a schedule as described in Section Veaitlined in this section on the protocol cost.

and truncate it or extend it (by generating more schedules

and concatenating it) based on the random number generated. VI. PERFORMANCEEVALUATION

This will result in a new varied length schedule, as shown i

Figure 4. The added variability will strengthen the security o .

the network further but incur a cost in terms of computation 1) MMC-1 Method: Let us assume the security measure

at both the sensor and the sink ends. In this section we h@&Rrplied in the secure plane has a resistance level of t. We

assumed that only one plane is in secure mode (MCDS- ed to determine the resistance Ieve_l (_)f the whole network.

however this is easily extensible to multiple secure planes pei€ opponent can only tell if a node is in secure plane after

time quanta using the techniques described in V-B. the node is captured and fully compromised. When a node is
captured, the probability of the opponent to pick the node in

the secure plane i5/k. The MMC-1 scheme has rendered it
D. Heterogeneous vs homogeneous key management useless to compromise a normal node, thus the opponent must
compromise t nodes in the secure plane to break the applied
urity measure. Suppose T nodes have been compromised,
probability that at least t of the compromised nodes are in
secure plane is the following:

o
@

o
=

Probability of Breach

)
©

. Analysis of Resistance Level

If the key management scheme is heterogeneous, i.e.,
the same across the planes, then it would be better to s §
a separate scheduling message to all the different planes. ?Eee
distribution of the scheduling algorithm can be mathematically

modeled as a function for each plane f1, f2, 3....fk such that S (Y k- 1)T
] ) ] Pr(breach) =1 — ==-¢ e (2)
o fi.(scheduling message 1)=time code 1 in superframe k

« fa.(scheduling message 2)=time code 2 in superframe|, this expression(f)(k —1)7~% is the number of cases that

e ] . ] there is exactlyi nodes in Plane 0. We sum up all cases that

« fr-(scheduling message k)=time code k in superframepiane 0 has less than t nodes. The denominator is the number
However synchronization will be an issue since different keyf all possible cases, in which each of the T nodes can be
management algorithms have different number of handshaleegially probable to be in any of the k planes.

and unless all of them take the same amount of time, a timeFigure 5 shows the probability of breach as the function of
guanta will have to last as much as the largest amount of tirtlee number of compromised nodes, with varying number of
that any of the schemes would take to perform a complgianes. With the resistance level of the secure plane being
key management handshake. This would be an inefficient ixed at 4, and there are 4 planes, the opponent needs to
a highly robust approach to secure data aggregation. break 24 nodes in order to have 80% sureness that the secure




plane is breached. When there are 15 planes, the same number : S

increases to 83. Thus, we can increase the resistance level from | g

4 to significantly higher value. Similarly, Figure 6 shows the

same function with varying resistance level, t, at the single )

secure plane. With t=8 and 8 planes, the 80% sureness of / I

breach requires at least 82 compromised nodes. Thus, an 82- A ST B S

to-8 increase of resistance level. / i i e
2) MMC-k and MMC-r Methods'Let us assume that the / R VA G

security measure applied in one secure plane has a resistance o L 7 10 Planes

level of t. We need to determine the resistance level of the

whole network. Let T be the number of nodes compromised

by the opponent, the network can still collect secured datg. 7. Probability of breach. (t=4)

from any functioning plane, unless all the planes are broken. .

In this sense, among the T compromised nodes, there should

be at least t nodes in every plane. We &g (T) to denote

the number of distributions of T distinguishable nodes into k

different planes so that each plane contains at least t nodes.

Then, the probability of breaking the whole network after

compromising T nodes can be expressed by:

Sk(T) 3) 2N VA B
ICT A . o i 1)

60 80 100

When there are less thant nodes, there is no distribution that Number of Compromised Nodes

satisfy the requirement. Thu$y .(T) =0 (T < k- t). When

T = k- t, the number of distributions can be expressed &- 8. Probability of breach. (k=8)

Sii(k-t) = (('z!;l’. Another special case is when t=4,, 1 (T)

satisfies the following:Si. 1 (1) = k!S(T, k), where S(T, k) o o _

is the number of partitions of s¢t.,2,....1} into k non-empty S_tat|_st|cal En-route Filtering (SEF)[14] is used for hop-by-hop

subsets.S(T, k) is also named as th8tirling number of the filtering. In each data report, SEF att_aches t MAC codes. Let

second typeFor the general case o, ,(T), we can use the L, be the length of normal repprt without extra MACs, and

generating function as help, which is the following theorem{ be length of the attached bits for each report. Thus, the
Theorem1: Let Gy, (u) be the exponent generating funcleéngth of an SEF report ig; = L, + L;. Let the amount

tion of S (T), i.e., Gre(u) = 3000 Se(n) . Gy ilu) of legitimate data reports and falsely injected data reports

Probability of Breach

Wi

20 40 Gq 80 100
Number of Compromised Nodes

o
®

Probability of Breach
~_

~_|
|

Pr(breach) =

o

satisfies the following: i be 1 andg, respectively. For both conventional network and
1 MMC network, we assume the routing protocols should route
Gro(u)=(e"—1—u— .. w )k, (4) areport to the sink using approximately i; hops. HereL
7 (t—1)! is the distance to the sink an, is the transmission range.

Proof: see appendix. Thus, the average number of hops a report travels should be
Figure 7 and Figure 8 show the probability of breach as the ™’ 9 P °p
the same under both networks. For legitimate reports, we use

function of the number of compromised nodes, with varyin'gI to denote the average number of hops they travel. The
number of planes and varying resistance level of single plarfe i

respectively. Figure 7 indicates, that the curves climb up fas nge injected reports will be verified and dropped while being

when the number of plane, is smaller. Wherk < 6, to reach routed. According to SEF, the probability of false report being

80% sureness of breach, the number of compromised nogggected after one hop jg. Thus, the probability that a false

. . _ h—1
is close tok - t, where t is the resistance level of one plan [eport will travel h hops is expressed py = (1—p1)"~"p1.
. hen, the average number of hops a false report can travel can

However, when there are more planes, the required nodes are "’ . o

. : e derived as the following:
much more. Figure 8 shows that the resistance level of thé
whole network is significantly higher than that of one plane. - JH

Gl 1

H
Hp=Y i-(1—p)~'p1 =
i=1 P

B. Analysis of Energy Savings

The MMC-1 and MMC-r methods save energy by Iimiting‘gus, the energy consumed to deliver all the reports in a
ill

the security costs to one k-th of the nodes in the networ nventional network using SEF is the following:

Using the hop-by-hop filtering methods, the injected data wi

be dropped in the secure plane though not in the other planes. 1—(1—p)H

We will use the following energy model to quantify and By = (Lr+Lt)(H+5p7)

compare the energy consumption of both conventional and the !

multi-channel networks. For the MMC network, in the k-1 planes, both legitimate and

Assume the secure plane in the MMC network uses tigected data are forwarded to the sink, but the length of each
same secure measures as the conventional network, andrépert is only L,.. Thus, the same energy consumption in a



MMC network using SEF will be the following: w000

H
B = ) s ny 4 R
k k Y41

Our energy model should also include the computational
cost in energy for authenticating the data reports. We use
the following model for computational energy cost. In[8],
Karlof et.al. have usedyte-timeto evaluate the cost of MAC Spanes
computations. It refers to the duration that it takes to transmit | 12Panes
a single byte of data over the radio, which in Mica2 motes is ° * peta :
0.42 ms Most efficient message authentication code (MAC)
algorithms uses block cyphers such as RC5. Currently, it tak§ o  Energy consumption vs. injected data & 0.05).
0.26 byte-timefor a Mica mote to calculate a MAC for a
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packet using 64-bit RC5 algorithm[8]. Thus, we uéeto

denote the ratio of per-byte computation time for calculating

one MAC over the per-byte transmission time. We us® e
denote the ratio of computational power consumption over the a—
transmission power consumption. For example, the Mica2DOT - =

motes uses 3.3V voltage for both processor and radio interface. 2/ 4 plnes
The processor consumes 8mA of current while the radio con- 1000 4 ;s;;ni
sumes 27mA while in transmitting mode. Thus, for Mica2DOT - 1zpines
mote, ¢ = £X33. — (.296. Finally, we can calculate the -5 :
computational energy cost relative to the transmission energy

cost. For one unit amount of data reports to b_e relayed ,gi-&. 10. Energy consumption vs. injected dafa & 0.2).
hops, one MAC for each report, the computational energy

cost for generating and verifying the MACs is expressed by

ec = Ly - H-6-c. In SEF, each report has t MACs. For thgan even observe an increase in energy consumption with more

injected reports, the malicious node will not use legitimaigianes. This only happens when the injected data surpasses the
MAC algorithms, and each false report is only verified at thl%gitimate data.

last hop and dropped. Thus, the total computational energy
cost of authentication in a conventional network using SEF )
can be expressed as the following: C. Simulation Results
We use simulations to further study the performances of the
E.=L.-H-t-¢- L,-B-t-6-c .
et b ¢ MMC methods. We use 1000 nodes randomly deployed in a
Similarly, the same energy cost for a MMC network is th800 x 400m? field. The transmission range of each node is

following: 40m. The sink node is located at a corner of the field. In the
B - 1 E.. network, there are 200 nodes that generates data reports to
C ok be relayed to the sink. Let portion of the reporting nodes

Finally, we need to combine the transmission energy caste malicious nodes, who generates false data reports at the
and computational energy cost to derive the total energgme rate of the legitimate nodes. We useto denote the
cost. We useE and E’ to denote the total energy cost ofone-hop probability that a false report gets detected. Each
conventional network and MMC network, respectively. reporting node generates one data report every 10 seconds.

, p p Our unit of energy consumption is the energy it takes to
E=E+EB B =E+kE. transport one report packet over one hop. Figure 11 and 12

These equations show the energy consumption as the fuslgew the results of energy consumption versus the number
tion of number of planes (k), the amount of injected dath ( of compromised nodes, and versus the one-hop detection
and the one-hop detection probability; ). Figure 9 and 10 probability, respectively.
show the energy consumption versus amount of injected dataFigure 11, shows that at 80 compromised nodes, the percent-
with varying k. Shown in Figure 9, the energy consumption iage of injected data is 40% of all network traffic. The energy
always higher in a conventional network than a MMC networlconsumption is significantly higher in conventional networks
It also shows a threshold of 4 planes, beyond which motiean the MMC networks, when the percentage of injected data
planes will not yield much reduce in energy consumption. lis small. Also note that the difference of energy consumption
Figure 10, when the one-hop detection probability is highexhen using different number of planes is not significant.
the results are different. Conventional network consumes moreAccording to the SEF scheme, with each data report being
energy only when injected data is less than 1.3 times of th#tached with 5 MACs, the one-hop detection probability range
legitimate data. The reason is that the injected data are mén@m 0.05 to 0.2, based on the amount of keys captured by
effectively filtered out in conventional network, while in MMCthe opponent. The number of compromised nodes is 50 in
network, injected data are only filtered in the secure plane. \&l the cases. As shown in the figure 12, using only 4 planes
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Thus, the exponential generating functionsf;(n), G1 ¢(u),
can be expressed as

Gl,t(u)

S oo S1¢(n) %y
t wt t42

Tt Gt o T
(D8~ L —u— e —

-1
ut

=11

e'—1—-—u—..—

Thus, the theorem satisfies when k=1.
® Consider Plane 0, let, ,(n) denote the number of distri-

butions that putj nodes in Plane 0, and put at least t nodes

Fig. 11. Energy consumption vs. number of compromised nodes.
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Fig. 12. Energy consumption vs. detection probability.

in each of the remaining planes. We should have

Gl ,(n) = (?) Sk—1,¢(n = j).

Then, Sy +(n) can be expressed as the following:

Sk)t(n)

= YV a )

E?:_t(k_l)t (?) Sk—l,t(n )

=i (5)Sk-1,e(n — j)

(because Si_1,.(n) =0;n < (k—1)t)

Z;—;O (?)Sl,t(j>skfl,t(n )

(because S14(n) = 0;n < t,514(n) =1;n > 1)

Thus, by the definition of the product of two exponential

generating functions, we ha¥é, ;(u) = G (u) - Gr—1,(u).

can significantly save energy consumption. At 0.05 detection
probability, the energy savings is at 32.3% with 4 planes, and
41.9% with 12 planes. [

VII. CONCLUSION 2]
In this paper, we present a new Mixed Multi-Channel !

(MMC) architecture for sensor networks. Each node is fixe(&3

to a certain channel by its physical limitations. This partitions

the network into multiple planes. The multiple independent?!

planes are the base for the security enhancement methods that

By induction, we have7y, ;(u) = (e —1—u—...— h)k.
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