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Abstract —In this paper, we propose a highly reliable
RAID architecture called a Dual-Crosshatch Disk Ar-
ray. It uses the proposed interleaved 2d-parity scheme,
a low overhead triple-erasure correcting parity organi-
zation. It is a hybrid approach of RAID-4 and RAID-
b with one dedicated parity group and another parity
group using block interleaved data and parity. The re-
sults obtained from simulations indicate that this ar-
chitecture possesses extremely high reliability with low
overheads, good degraded performance, and acceptable
normal-mode performance.

1 Introduction

To keep pace with the rapidly increasing pro-
cessing power, disk array architectures have been pro-
posed that can achieve high 1/O capacity and perfor-
mance. Disk array storage systems, such as Redun-
dant Array of Inexpensive Disks (RAID) level-5 data
organization [1], provide fault tolerance against disk
drive failures, and are cost-effective and have good
run-time performance. However, a storage subsystem
consists of more than just disk drives. There are con-
trollers for interfacing with the disk drives, cabling to
provide data/control paths, power supplies, etc. For
the disk array to be fault tolerant it must be able to
tolerate failures in any of these components.

There are several known architectures for building
disk array subsystems that are tolerant to failures in
support hardware components and the disk drives [2].
These architectures employ parity protection, as in
RAID-5, with block interleaved data and distributed
parity, and are single-erasure tolerant. Such arrays
have acceptable mean time to data loss (MTTDL)
when the number of disks in the subsystem is small.
However, the average number of disks in an instal-
lation is growing because of decreasing form factors
and increase in the new forms of data needing massive
storage capacity like audio and video for multimedia
applications. It is projected that by year 2000, aver-
age commercial installation will need about 10 TB or
more storage capacity [5]. To meet such large storage
demand, average installations will need about 5,000
to 50,000 disks. Traditional arrays which can protect
from concurrent failure of no more than one disk per
parity group will have inadequate reliability for such
large storage requirement.

In this paper we present a highly reliable and
robust disk array architecture, the Dual-Crosshaich
Disk Array (DCDA), that is capable of tolerating any
three disk failures with minimum number of redundant
disks, and any five controller failures. The DCDA uses
a novel and efficient parity scheme, the interleaved 2d-
parity, a variant of the 2d-parity scheme [3]. Tt is a

hybrid approach of RAID-4 and RAID-5 in the sense
that one of the parity groups uses block interleaved
data and stripped parity while the other uses dedi-
cated parity disks, and hence the name hybrid-RAID
architecture. The DCDA architecture has extremely
high reliability with low check disk overhead, faster
data recovery, good degraded-mode performance, and
acceptable normal-mode performance making it an at-
tractive solution for designing large disk arrays. The
simulation results indicate that the DCDA architec-
ture is order of magnitude more reliable than the
crosshatch disk array which is shown to have higher
availability than all the other existing disk array or-
ganizations. Furthermore, the MTTDL of DCDA is
about 10* times more than that of the crosshatch disk
array. The difference will be even more for the typical
values of failure and repair rates.

The rest of the paper is organized as follows. In
section 2, we review the advantages and disadvantages
of the existing disk array architectures/organizations.
In section 3 we describe the DCDA architecture. In
section 4, we present the results followed by the con-
clusions in section 5.

2 Existing Disk Array Organizations

2.1 Single-Erasure Tolerant Architectures

A single-fault tolerant disk array, such as
RAID-4 and RAID-5 architectures, provide data ac-
cessibility in the presence of any single-failure within
the system. In these disk arrays data redundancy is
obtained using the parity information for a group of
disks, and parity is maintained on a check disk. When
a disk fails, the data can be reconstructed by XOR-
ing the data on other functional disks from that par-
ity group. The RAID-4 organization uses block in-
terleaved data and dedicated parity. In RAID-5 the
parity information is also stripped among all the disks
in a parity group along with the data. Stripping of
parity results in better write performance [1].

Along with the disk drives, a disk array subsystem
must also be tolerant to failures in the support com-
ponents. Among the existing architectures that toler-
ate the failure of support hardware, the most promi-
nent ones are Single Path Horizontal Array, Dual
Path Vertical array, Dual Path Horizontal Array and
Crosshatch Disk Array [2].

In the crosshatch disk array, the disk drives are
dual ported and each disk drive is a member of two
strings - a horizontal string and a vertical string, and
the combination is unique for each drive. Crosshatch
refers to the pathing topology of the array architec-
ture. This architecture is tolerant to a single disk



failure per parity group. As each drive can be ac-
cessed through two independent controllers, a single
controller failure will not affect the data availability
from any disk. Any double controller failure can ren-
der at most one disk inaccessible. Therefore, after
the controllers are repaired, at most one disk needs to
be rebuilt. Hence the repair time is less resulting in
greater MTTDL.

2.2 Multiple-Erasure Correcting Codes

In order to maintain data integrity under more
than one disk failure, more that one redundant disks
are required. According to the coding theory, C con-
current disk failures can be tolerated using at least
C redundant check disks [3]. Gibson et al. have pre-
sented the 1d-parity, 2d-parity, additive-3, and in gen-
eral, the multidimensional parity scheme [3]. The 2d-
parity, a double-erasure correcting code, can tolerate
all sets of 3-erasures except the bad 3-erasures, and
additive-3 code can correct all sets of 4-erasures ex-
cept bad 4-erasures [3]. EVENODD encoding scheme,
proposed by Blaum et al. [4], uses a special encoding
scheme to store parity information, and can tolerate
any 2 disk failures. Burkhard et al. have proposed
maximum distance separable (MDS) codes capable of
tolerating two or three concurrent disk failures using
as many check disks [5].

3 Dual-Crosshatch Disk Array

Most of the existing architectures can tolerate
only one disk drive failure per parity group. With
the increase in the average number of disks in an in-
stallation, these traditional disk arrays may prove to
be unreliable. In this section we describe the Dual-
Crosshatch Disk Array architecture which can toler-
ate more concurrent disk drive and controller failures
than any of the existing architectures.

3.1 The Interleaved 2d-Parity

In case of 2d-parity, parity is computed both along
the rows and columns, and is stored in a check disk at
the end of each row and column as shown in Fig. 1.a.
In the proposed interleaved 2d-parity organization, the
horizontal parity groups use block interleaved data
and parity, unlike in the 2d-parity. The vertical par-
ity groups use dedicated parity disks as in 2d-parity.
As a result of parity stripping in the horizontal parity
groups an extra check disk is required, compared to
2d-parity, for storing the vertical parity information.
Fig. 1.b shows the interleaved 2d-parity scheme. A
novelty of this parity scheme is that it can tolerate
more number of concurrent failures than the number
of redundant check disks required per parity group.

3.1.1 Failure Recovery — Under a single disk fail-
ure, data recovery is possible using either horizontal or
the vertical parity group. For any double disk failure
in any single parity group data can be recovered using
the two orthogonal parity groups associated with the
failed disks. However, when three disks fail, say disk
5, P1, and 9 as in Fig. 1.b, the data for disk 5 cannot
be recovered using any single parity group. Data per-
taining to disk P! and 9 can be reconstructed from
the associated vertical and horizontal parity groups
respectively; then the data on disk § can be recon-
structed. If each parity group contains G data disks
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Figure 1: 2d-parity and Interleaved 2d-parity schemes

and a check disk, a total of 3G — 1 disk accesses is re-
quired to construct the data on the three failed disks.
Hence, the interleaved 2d-parity scheme is 3-erasure
correcting.

The interleaved 2d-parity scheme can also toler-
ate all sets of 4-erasures except the bad j-erasure as
shown by shaded disks in Fig.1.b. The bad 4-erasures
are unrecoverable as two disks fail in each of the four
parity groups. With this parity organization, there is
no chance of data loss for any number of disk failures
until a bad 4-erasure occurs. For an Nx/N disk array
using interleaved 2d-parity, a maximum of 2N —1 disks
can fail without the occurrence of a bad 4-erasure.
The probability of occurrence of a bad 4-erasure is
very low, and hence this scheme provides very large
MTTDL.

3.1.2 Overhead — The check disk overhead 1s de-
fined as the ratio of the number of check disks to in-
formation disks. For ¢ check bits, the interleaved 2d-

parity code can have a maximum of (¢—1)?/4 informa-

tion bits as compared to the ¢?/4 information bits for
the 2d-parity code. In a disk array having G informa-
tion disks per parity group and n such parity groups
(we assume n < G), total of n + G 4+ 1 check dis{()s
are required for the interleaved 2d-parity, whereas the
2d-parity needs n+ G check disks. When n is equal to
G, the number of check disks required is 2G + 1. The

check disk overhead for this scheme is (2G + 1)/G? as
compared to 2/G in case of 2d-parity. As G 1s more
than 1, less than 3 redundant check disks are required
%per data group) for this 3-erasure correcting code.

he proposed parity organization is thus optimal in
terms of check disk over%ead.

3.1.3 Update Penalty — The update penally [3]
for a disk array is the number of check disk updates
required for any write to an information disk. The
minimum update penalty for any #erasure correcting
codeist [3]. For the proposed parity organization, any
write to a disk needs updating the parity information
in both the parity disks (in case thorlzontal parity
group, this is the disk containing parity for that block
of data) and the dedicated parity disk corresponding
to the vertical parity group. With reference to Fig.1.b,
a write to disk § involves updating parity information
in disk P1, P55 and P7. Thus the proposed scheme
has the update penalty of 3, and this 1s optimal for
a triple-erasure-correcting code. Several schemes have
been proposed to improve the write performance of
RAID-5 [6], and can also be employed in this scheme
to improve the performance. The performance issues
are discussed in Section 3.3.
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Figure 2: Dual-Crosshatch Disk Array.

3.2 The DCDA Architecture

Dual-Crosshatch Disk Array can be formally
defined as an array in which the disk drives are dual
ported and each disk is a member of two controller
strings and two parity groups, and the combination
is unique for each disk drive as shown in Fig. 2. The
two controller strings are — (a) horizontal controller
string and (b) vertical controller string. The two par-
ity groups are — (a) horizontal-stripped parity group
and (b) diagonal-dedicated parity group. The DCDA
architecture uses the interleaved 2d-parity scheme, but
instead of a vertical parity group we chose to use a
diagonal parity to insure better performance. The
DCDA can tolerate any three disk failures and all sets
of 4-disks failures except the bad 4-erasures. As stated
before, crosshatch refers to the pathing topology of
the architecture. This architecture is referred to as
dual-crosshatch because of the presence of additional
diagonal-dedicated parity groups.

A single controller failure does not affect data avail-
ability from any disk. Under a vertical controller fail-
ure, access to at most one disk in each of the horizontal
parity groups is affected. When a horizontal controller
fails, disk access to at most two disks in a diagonal
parity groups is affected. However, if we use a vertical
parity group instead of diagonal parity group, in the
case of vertical controller failure, access to all disks
in that parity group is affected. All the parity disks
of the diagonal parity groups are located in the last
row of the disk array. This has the advantage that
each of these disks are connected to two independent
controllers. Since, parity information needs to be up-
dated in these disks for a write to any data disk, two
sets of controllers provide some degree of redundancy
in the controller path. Any two controller failures ren-
ders at most one disk inaccessible in both the DCDA
and the crosshatch diagonal disk array. Hence, after
the controllers are repaired, only one disk needs to be
rebuilt.

The DCDA architecture can tolerate any five con-
troller failures as compared to triple controller failure
tolerance of the crosshatch diagonal disk array. It can
tolerate most of the six controller failures except for a
few cases which cause bad 4-erasures. Hence, this ar-
chitecture essentially eliminates the controller failure

as a contributor to the unavailability of the storage
subsystem.

Assuming that G? information disks are organized
in a square array of side G, then the DCDA organi-
zation needs 2G + 1 redundant disks as compared to
2G redundant disks for EVENODD and the 2-erasure
correcting MDS codes. For example, for a total of
1024 disks organized in a 32 x 32 array, 63 check disks
would be required; so the check disk overhead is about
6.5%. The check disk overhead for the DCDA is nearly
same as that of the EVENODD encoding scheme for
large disk arrays, but the former can tolerate triple-
erasures as compared to the double-erasure tolerance
of the EVENODD parity scheme.

Considering a single disk failure with all the con-
trollers functional — one set of controllers can access
the functional disks of the horizontal parity group and
the other set of controllers can access the functional
disks of the vertical parity group. By using both the
parity groups to reconstruct different blocks of data in
parallel, data reconstruction time can be reduced. A
shorter repair time decreases the probability of second
disk failures and increases the MTTDL of the system.

The major advantage of the DCDA is that it is
tolerant to more concurrent controller and disk drive
failures than the other prior-art architectures. For ex-
ample DCDA can tolerate any three disks and any one
controller failures, or any disk and any five controller
failures. Hence the DCDA is a better fault tolerant
system as a whole than the existing architectures.

3.3 Performance Issues of DCDA

The performance of DCDA is comparable to
that of crosshatch disk array except for the cases of
small write and small read-modify-writes (RMW). Un-
der normal-working-mode, a read request for a large
chunk of data distributed over two or more parity
groups can be handled in parallel using the two set
of controller strings. Similarly, two different read re-
quests for data spread over different parity groups can
be handled in parallel. So, the read performance of the
DCDA is nearly twice that of the RAID organizations.

Since DCDA uses the interleaved 2d-parity scheme,
the update penalty for a write operation is 3. A small
write needs four RMW accesses to the disk containing
data and the three related parity disks. If both the
controller strings are free, they can be used to write
to the horizontal parity group and the dedicated par-
ity disks in parallel. For example, a write to disk 5 in
Fig. 1.b needs updating parity information on disk P1,
P5, and P7. In the DCDA architecture, the horizon-
tal controller string can be used to write to disk 5 and
P1, while the other set of controllers can write to disks
P5 and P7. For large write requests use of both the
controller string ensures nearly same performance as
RAID-5. So this high update penalty 1s partially nul-
lified by the extra set of controllers. But when a con-
troller string is busy, or under a few controller failures,
the above assumption does not hold good, and small
write and RMW performance may not be acceptable.
We suggest the use of data cache in the controllers to
improve the write and RMW performance. A num-
ber of schemes have been proposed for performance
improvement using cache memory and other ways [6].
This architecture also has better degraded-mode per-
formance characteristics as data on the failed disks can
be reconstructed faster and made available. Hence this
architecture has better throughput, in degraded mode,
as compared to the other existing architectures.
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Figure 3: Availability vs Time for a 1024 disk array.
4 Results

The results presented in this section are based on
event driven simulations of the different disk array ar-
chitectures. We assume that the mean time to fail-
ure of the individual disks and controllers are inde-
pendent and exponentially distributed. Typical value
for MTTF of a disk drive is in the range of 50,000
to 400,000 hours and the corresponding MTTR with
a hot spare is 1 to 2 hours. The corresponding val-
ues for the controllers (including the cable link) are
100,000 hours and 20 hours. With the typical values,
the MTTDL of the DCDA is extremely high making
it difficult to run the simulations for such large values
of time. So we have considered the following values —
MTTF and MTTR for disks to be 50,000 hours and 5
hours respectively, and those values for the controllers
are 50,000 hours and 20 hours respectively. As we are
comparing the availability of the two disk array archi-
tectures using these values gives an idea of the relative
improvements.

In Fig. 3, we show the availability of the sys-
tem with respect to time. A disk array consisting of
1024 disks arranged in a 32 x 32 array is considered
here. As can be seen from the plot the availability of
the DCDA architecture is very high compared to the
crosshatch diagonal disk array. This is because the
crosshatch disk array uses a single-erasure correcting
code whereas the DCDA uses a triple-erasure correct-
ing code. Furthermore, the occurance of the bad 4-
erasure cases that result in data loss is very rare.

Fig. 4 shows the variation of MTTDL with storage
capacity of both crosshatch diagonal and DCDA archi-
tectures. All the failure and repair rates used are same
as those for Fig. 3. As can be seen from the plot, the
reliability of both architectures decreases as the disk
arrays are scaled up in dimension. But the MTTDL of
the DCDA is more than that of the crosshatch diago-
nal disk array by a factor of around 45,000 for a disk
array consisting of 1024 disks with the used parame-
ters. This factor is even larger for the typical values
of failure and repair rates as mentioned earlier in this
section.
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Figure 4: MTTDL vs Storage Capacity.

5 Conclusions

In this paper, the Dual-Crosshatch Disk Ar-
ray, a new architectural alternative for configuring
a redundant disk array is presented. Compared to
the prior known array architectures, the DCDA pro-
vides higher fault tolerance, higher availability, better
degraded-mode performance, and faster reconstruc-
tion. Since the DCDA uses the interleaved 2d-parity
encoding scheme, the check disk overhead is almost
same as that of the EVENODD and other double-
erasure correcting schemes, but the DCDA can tol-
erate any triple-erasure. The array is fault tolerant
to any five controller failures. Hence the DCDA is a
robust and highly reliable storage subsystem.
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