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Abstract

In this paper, we present a queueing model for per-
formance analysis of finite-buffered multistage inter-
connection networks. The model captures network be-
havior in an asynchronous communication mode and
1s based on realistic assumptions. Throughput and de-
lay are computed using the proposed model and the
results are validated via simulation. Various design
decisions using this model are drawn with respect to
delay, throughput, and system power.

1 Introduction

Multistage interconnection networks (MINs) have
been proposed as an efficient interconnection medium
for multiprocessors. They have been used in various
commercial and experimental systems. Behavior of
the interconnection network plays an important role
in the performance of multiprocessors. For an optimal
design, 1t is necessary to analyze various configura-
tions and constraints of the interconnection network.

Earlier research on MIN performance study have
focussed on three types of network models: circuit
switched, packet switched with infinite buffer, and
packet switched with finite buffer. Study of circuit
switched networks has gradually diminished since var-
ious packet switching techniques have become more
prevalent. Infinite buffer analysis does not necessar-
ily predict realistic behaviors of MINs under various
workloads. Recent research effort therefore is directed
towards analysis of finite-buffered MINs.

A model for finite buffered MINs should capture
the following issues for predicting realistic perfor-
mance.

e The processors in an MIMD mode operate in-
dependent of each other with occasional synchroniza-
tion. Thus the network model should be based on
asynchronous message transmission.
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e The packets are normally of fixed size. Therefore,
the time required for transferring a packet from one
stage to the next stage is deterministic.

e Messages that can not be transmitted from one
stage to the next due to the unavailability of buffer
space should be blocked rather than rejected. Systems
like Cedar use blocking of packets.

Prior work on finite-buffered MINs are mainly
based on probabilistic models [1-5]. These analyses
are valid when all the input/output operations hap-
pen at discrete stage cycles. These models do not
capture asynchronous behavior especially when the
service time of the switching elements (SEs) is more
than one clock cycle. A queueing model for finite-
buffered asynchronous MINs developed in [6] assumed
non-blocking capability and exponential service time
for switching elements.

None of the above models has considered all the
design issues mentioned earlier. In this paper, we
present a queueing model for performance analysis of
MINs that considers asynchronous packet switching
transmission, finite buffers, deterministic switch ser-
vice time, and message blocking. The model has been
validated via extensive simulation. Average message
delay and throughput are used as performance mea-
sures to characterize a MIN. Variation of performance
with input load and buffer length is discussed.

2 Model Assumptions

The model is based on the following assumptions.

(i) Each processor generates fixed-size messages in-
dependently at a rate A and the intermessage times
are exponentially distributed.

(i) A memory request is uniformly distributed
among all the MMs.

(iii) The SEs have deterministic service time (d cy-
cles).

(iv) A packet is blocked at a stage if the destination
buffer at the next stage is full. Packets arriving at the
first stage of the MIN are discarded if the buffer is full.



Fig. 2. A Queueing Model of an n-stage MIN

3.2 MIN Analysis

The notations used in Section 3.1 are also used for
the MIN analysis with a few modifications as follows.

Ai: packet arrival rate at stage ¢, 1 < i < n.

pch)(i): pch) of stage 7, 1 < i < n.

pi: traffic intensity at the server = X;-d, 1 <7 < n.

z;: blocking probability at stage ¢.

The basic model of a (4x4) MIN using (2x2) SEs
is shown in Figure 1. The packet arrival and depar-
ture rates at each buffer are indicated in the figure.
The departure rate is affected by the blocking prob-
ability as well as the service time distribution of the
server. The uniform memory reference assumption
makes all the servers of a particular stage statistically
indistinguishable. It is therefore sufficient to analyze
one buffer per stage of the MIN. A packet has to travel
through a chain of n buffers in an n-stage MIN. A MIN
is thus modelled as a chain of n queueing centers as
shown in Figure 2.

Characterization of the interdeparture time distri-
bution and hence the departure rate is necessary to
analyze the MIN model. We therefore analyze the
probability density function (pdf) of the interdepar-
ture time of an M/D/1/L queue. Let 7; be a random
variable which represents the time between departures
from an M/D/1/L queueing center of ith stage. Let ¢
be the event that the queue is empty after a departure.
f7.(t) represents the probability density function of 7;
and f;,|4(¢) denotes the probability density function
of 7; given that the queue is empty. lelg(t) denotes



the probability density of 7;, given that the queue is
non-empty. The state ng)(i) denotes the probability
that the queue is empty. Hence, the interdeparture
probability density function is given by

Frot) = Frgs OB () + £ 500 - 051 ()

As the server has a deterministic service time of d
cycles, there will be a departure every d cycles when
the queue is not empty. Thus

o) = 8t — ), (5)

where 6(t) is an impulse function. When the queue is
empty, the pdf is the density of the service time plus
the arrival time. It can be derived as [7],

Frgo() = Xe 70U (1 — a), (6)

where, U(t) is an unit step function.

Let E[r;] represents the expected value of the inter-
departure time of packets from the queueing center.
E[7;] can be obtained from equation (4) as

E[r] :/0 tfr(t)dt = d + Po/\i( ) (7)

It is extremely difficult to accurately characterize
the nature of interdeparture process. In order to keep
the model tractable, we can approximate the interde-
parture time distribution from one stage to the next as
exponential with an average value of X411 = 1/E[7]
requests/cycle. It will be shown in Section 4 that this
assumption does not induces substantial difference be-
tween analytical and simulation results.

Based on our approximation, buffers at each stage
of the MIN will have a Poisson arrival process and
can thus be modelled as M/D/1/L queueing centers.
Using equation (7) and the blocking probability ;,
we get

Aici(l —2i-1)
A= p80) + Mia(1— zim)d
A

for 2 < i < n;

)

fori=1.

(8)
The above expression is used to compute A; start-
ing from ¢ = 1 to n. The average time spent at each
stage can be computed using equation (3). The aver-
age delay for a packet is obtained by summing up the
delays of all the stages. The normalized throughput,
X, is determined by the output of a buffer in the last
stage of the MIN model, and is equal to Ap41.

4 Performance Evaluation

A simulation model of a MIN was developed in
which packets were generated randomly with an expo-
nential distribution of interarrival time by each pro-
cessor. A uniform random number generator was used
to determine the destination memory. Throughput
and delay were computed by counting the number of
request completions and the average time taken to
reach the output port, respectively. Comparisons be-
tween the analytical and simulation results for (64x64)
and (1024x1024) systems using (2x2) SEs are shown in
Figures 3 and 4. The difference between the analysis
and the simulation results is within 7%. The curves
indicate that the analytical results are fairly accurate.
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Fig. 3. Delay of a (64x64) MIN
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Fig. 4. Throughput of a (1024x1024) MIN
The effect of buffer length on delay of a 256-node
MIN is depicted in Figure 5. It is mentioned in [1] that
a small buffer length shows performance equivalent to



an infinite buffer. It can be inferred from Figure 5
that this is true only when the input load is less. The
variation of delay is prominent until the buffer length
is considerably high for heavy traffic. The model can
be used to determine the minimum buffer length re-
quired to get a performance equivalent to the infinite
buffer case.
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Fig. 5. Effect of Buffer Length on MIN Performance
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Fig. 6. Variation of System Power

Throughput and delay are not necessarily sufficient
measures of system performance. It is observed that
higher throughputs result in longer delay. A com-
bined metric called system power is sometimes more
meaningful. System power is defined as the ratio of
throughput to delay. A higher power means either a
higher throughput or lower delay. The variation of
system power with respect to the input load is shown
in Figure 6 for various buffer lengths. It is observed
that system power increases with the input load for
small buffers. For large buffer size, the throughput

first increases with the input load until it saturates.
On the other hand, delay increases monotonically.
Thus, after a certain input load, the power reduces.
The model can be used for predicting the optimum
load to maximize the power of a MIN.

5 Concluding Remarks

A queueing model for evaluating performance of
finite-buffered, asynchronous MINs is presented in
this paper. The uniqueness of this model compared
to previous finite-buffered analyses is that it captures
asynchronous operations, deterministic service time
of switches, and message blocking. Comparison with
simulation results show that the analytical model is
highly accurate. Various design alternatives based on
performance requirements are discussed. It is difficult
to come up with an optimal set of design parameters
to satisfy all performance measures. The model can
be used to compute suitable values of MIN parameters
based on the priorities of performance metrics.
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