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Abstract—Unlike a wired link, a wireless link changes ac- because algorithms that rely on frame loss alone implicitly
cording to the physical environment and the network traffic in  assume that all frame losses occur due to changes in received

the surrounding area. The link quality, capacity and reliability SNR and ignore the fact that frames may be lost due to packet
are dependent on the MAC layer parameters and the channel . .
collisions in the MAC layer.

conditions. In this work, we present a new passive link quaty .
measurement tool and study the effects of modulation rate ~ Our measurement tool can be used to support a wide range
changes, interflow and intraflow interferences on the wirelss of link rate adaptation algorithms. We use three indices to
link. We observe the channel conditions (RSSI in both diredons),  track link quality. First, we keep track of the received sifjn
retries, and various basic metrics to determine their useflness strength indicator (RSSI), which gives us information abou

in certain conditions. We found that RSSI is not a good metric e . . - -
for link quality since it does not correlate with the measural the link's SNR. If the link transmittted data on its own, high

throughput. Other factors, such as modulation rate setting and RSSI has a high correlation to high SNR and low frame

the topology setups are also detailed in this paper. error rates. Second, we keep track of the percentage of lost
frames. If RSSI is high, a high frame loss rate is correlated
. INTRODUCTION with network congestion and 802.11 packet collisions. @hir

IEEE 802.11 wireless networks are widely used in homese track the link’s goodput and throughput. Goodput is the
airports and for long distance wireless linkg [1[] [2[] [3]lnumber of successful frames from higher layers over time
In many of these applications users pay to use the wireleghile throughput is the actual number of transmitted frames
network and therefore expect a minimum Quality-of-Servidgncluding retries) sent over time.

(QoS). Since the wireless medium does not provide any protecWe perform several experiments using our passive mea-
tion from external electromagnetic waves, transmissiongro surement tool to gain new and reaffirm old insights into
and modulation rate of a transmitted 802.11 packet play a lilge behavior of 802.11 wireless networks. We have found
part in wireless link quality and impact other aspects ofrusthat RSSI and goodput do not have a strong correlation.
QoS. In order to support the minimum QoS required by theor example, collisions can introduce approximately 3840
users, future wireless networks need sophisticated lirityu of frame errors in some networks even with good channel
monitoring systems that work with QoS control mechanisnt®nditions. The 802.11 performance anomhAly [13] can also be
to adapt the network to changes in the external disturbancesen using our measurement tool. The anomaly manifedfs itse
In this paper, we introduce a novel link quality measuremewthen one wireless link is at a higher modulation (i.e., 548)bp
tool, which can be used to support a wide range of netwottkan another (i.e., 6Mbps). With these link modulationg th
QoS controls. higher modulation rate link will have an effective througip

One way to increase the QoS experienced by users isa®the same as the lower modulation link.
change link modulation in response to external wireless dis The rest of the paper is organized as follows: Seclibn Il
turbancesl]8],[19], [110],I1/1]. Link rate adaptation algbrns describes our software measurement tool and the link gualit
adjust the physical layer modulation to achieve high linknetrics we obtain with the tool; Sectididlll describes the
rate and high link quality. At lower modulations, links areexperimental setup we used to evaluate the tool. SeEfibn IV
more robust and can handle packets with low signal-to-noiskows the observations we have made with our measurement
ratios (SNR). On the other hand, at higher modulations, linkol. Next, we review some related studies in 802.11 link
bit-rates are higher, but links are less robust and can omjyality measurements.
operate at higher SNR. Current link rate adaptation algorit
use a single metric to adjust the link rate. ARE [9] an§- Related Work
ONOE [&] use observed frame loss errors to adjust link rates. An ORBIT lab study [[IP] looked at the effects of rate
SampleRate[[11] uses observed throughput, while othells [Halaptation in their testbed. Their results only show theasf
use SNR measurements. However, as it was pointed outoinrate adaptation in terms of goodput and throughput, while
some recent studies [12], hybrid approaches are requingd can look at per frame retransmissions and per modulation
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driver. We modified the madwifi-ng device driver so that it
reports certain 802.11 events, which we use to derive lirsf-qu

ity statistics, Fig[I(#). A userspace program commungate
with the modified driver through the NetLink library [24] and
records these events. The userspace program either pgecess
the message records locally on the machine, or sends them to
a database server, which can take global actions based on the
reports. For this paper, all events are locally processed.

The modified driver reports the following three event types
to the userspace program: frame enquelé TXQFAI L),
transmission status/buffer reapin@XS/ TXSFAI L) and re-
ceive status reapindRKS). Fig.[I(b) shows the temporal rela-
tionships between the events. Each of the events correspond
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Netlink
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to an action taken by thg driver in response to a frame transmi
TXQFAIL TXSFAIL request or frame reception:

(b) 802.11 Frame Events .
o Frame enqueueTKQ TXQFAI L) event is generated
Fig. 1. The Measurement Tool when the device driver receives a frame from the higher

layers and the frame is either placed into the outgoing
_ . hardware queue of the wireless interface (TXQ), or
rate analysis. Our passive measurement tool can also be used gropped because the queue is full (TXQFAIL).

in larger experimental testbeds to give a detailed frame by, Frame transmission statuXS/ TXSFAI L) event is gen-
frame analysis to measure metrics like the Wireless Overhea  erated when an acknowledgment was receivedsj or
Multiplier [14]. ~ atimer has expiredTXSFAI L). Due to the nature of
An indoor testbed studyl[15] evaluated the relationship  the madwifi-ng driver, this event occurs some time after
between SNR, distance and packet loss. Unlike our tool, the ACK is received. If no ACK is received, this event

they considered only packet losses and not the number of
retransmissions needed to transmit that packet at thediyde|

Other tools were created that focused on wireless moni-
toring and sniffing [[1B6], [[1I7], [[18],[119]. Our tool enhances ,
the wireless sniffers by gathering information needed to de
termine the quality of a link. The monitoring tool, EAR]20],
measures the link quality by using hybrid passive and active
measurements. In our study, we are concerned more about how
the various parameters affect the wireless link and we study
the wireless link in a passive measurement setup rather than
introduce more traffic into the network.

Previous researchers have looked into link quality measure

occurs after the ACK timeout with a transmit error status.
Included with the status event are the number of retries
used to transmit the frame.

Frame receive statusRKS) event is generated after a
MAC frame or an ACK is received. Due to the nature
of the madwifi-ng driver, th&kXS event may be delayed
from the time a packet was received. However, each
RXS event is timestamped by the driver as soon as the
hardware receives a frame or an ACK, so this timestamp
can be used to identify the exact time a frame has been
received.

ments as a metric for routing and rate adaptation. Our passiv Before sending the events to the userspace, the modified
link quality measurement tool can be used to complimengthediver timestamps each message. In addition to the timgstam
works. The routing metric, ETX[21], is based on the forwarthe modified driver also attaches the received signal stheng
and backward probability of frame losses. In our paper, wadicator (RSSI) to each reported event. This value is theadi
show that frame losses can be misleading as a link qualRgwer of the frame received plus the interference power minu
metric. ETX does not account for heavily loaded links whicke noise floor (SINR).

may have a good link quality but very low throughput. By On the transmitter side, a data frame has to be followed by

enhancing the ETX metric with our link quality measurementan ACK in order for the frame to be counted as successful.

we can look at not just the number of frame losses but al&B5SI| ACK is the RSSI of this received ACK frame at the

the number of retries needed per frame. transmitter. It has the same rules as the RSSI metric but only
Modifications to the device drivers, which are similar t@pplied to ACK frames.

ours, have been made in the past [22]. However, their purposerhe event messages also record the frame headers (MAC
is to verify assumptions made for 802.11 models. Our purpogs Transport layer), the number of retries used per frame
is to determine the quality of a link. and modulation rate used in the transmitted frame. With the
headers, we can determine the type of 802.11 frame and the
source and destination of the frame. The retry count widhall

We have implemented our measurement framework in this to calculate how many times the frame is transmitted over
Linux kernel [23], using the madwifi-nd_[8] wireless devicehe air before an ACK is received.

II. OUR MEASUREMENTSOFTWARE



. . . TABLE |
A. Link Quality Metrics TESTBED PARAMETERS

1) Received Signal Strength Indicator: RSSI is the received

power level for a frame. For the Atheros wireless cards, RSSI| L?.ptop Parameters I Value(s) |
is the signal plus interference power (in dBm) minus the @ois b\'/?rz)l(egrgglvice o madwifi-nng\ﬁor2492 -~
floor. Some previous works_[15] showed that the received <=m—Ganerator MGEN VA0

power can be a relative metric for the quality of the link. [ Experiment Parameters || Values(s) |

2) Frame Error Rate: We define FER in this paper as the 80211 mode 802 T1a (STA and AP)
ratio between the number of frames, including the humber of Chénnel/Frequency Channel 50 5.25GHzZ
retries on the wireless channel over the number of sucdBssfu [aximum Tries Per Frame 11
acknowledged frames: Transmission Power 15dBm

# of failed tries L Rate Adaptation None
FER= # of failed tries+ # of successful tries @

3) Goodput: Goodput can be used as a link quality metric (® = - O —=— () ==
to show how fast frames can be sent out reliably. It takes into (a) Single link (b) Contention topology
account the transmission time of a frame and the length of the -
frame. Goodput is calculated with: ® —>.ABBA Bc‘:,@

Goodput — # of bytes transmitted successfully @) (¢) Multihop topology

# seconds taken to transmit frames
Our software measurement tool also keeps track of link

layer throughout, which is obtained by considering all feam

transmissions (as opposed to goodput, which only consid

Fig. 2. Experimental Topologies

%ria. [2(B), to study contention link quality around gateways

SUFCGSJ:” fra:ne _tr?nsm?smns). I'I'r[;rl_g;gh_rl{l;(t 'SAfTCUImd Finally, we use a multihop topology, Fifl—2(c), to simulate a
using the extra information availabEXQ TXGF MES"  conversation between two nodes in a multihop environment.

sages. Due to space restrictions, we do not show the link Iayo@e generate traffic using the MGEN traffic generafor [25]
throughput calculations or results.

with different constant bit-rate UDP traffic depending oe th
I1l. TESTBEDSETUP scenario.

In all of our experiments, we use HP nc6000 laptops with
the Atheros wireless cards. We run Fedora Core 6 with the
2.6.20 kernel and the madwifi-n@l [8] wireless device driver. In this section, we present some experimental results from
Since we run our experiments indoors, we use 802.11a chaor link quality measurement tool. Due to space constraints
nels to limit the amount of interference from other wirelesge only show a small subset of the experimental results.
networks. In the area where we performed our experiments,
we discovered at least 15 802.11b/g access points/networkg\. Single Link at 54Mbps Modulation Rate
the lab area. There are no 802.11a access points. We havlg

. ) L or the base case, we look at a single link with fixed
noticed one 802.11a capable station periodically probe U5 dulation rate of 54Mbps. The setup is shown in Fig]2(a).
chosen channel for access points. However, after reviewiﬁl

th . al it d that the frame He application sending rate is set to 36Mbps (using UDP).
haede:(?esri:\gﬂﬁirlzntreir?up;étwe were assured that In€ frames Sf.is allows us to test the actual capacity of the link, which
: . ., is approximately 28Mbps as shown in Hg. 3(b) The average

we kegp the defaul_t_numb(_er of tries per frame, which Fame error rate of the whole test was 1.073e-3. The maximum
set to11 in the madwifi-ng driver. We have turned off ratefr me error rate is 0.01 and minimum is 0. We can say

adaptation in this study. All modu_lation rates are fixed and .+ this link has high quality. We are getting approximtel
do not vary throughout a scenario run to ensure accur maximum practical sending rate on the link and have

base results that are not influenced by changes in the rﬁ\t—.‘%ligible frame errors
adaptation protocols. We also turn off multi-rate retrighjch '

allow each successive retry of a single frame to be sent Bt Modulation Rate Affects the Link Quality
different modulation rates. Tab[& | summarizes the sofwar

IV. EXPERIMENTAL RESULTS

and hardware setup in our testbed. Using the same link as the previous scenario, we varied
] the fixed modulation rate from 54Mbps to 36Mbps to 6Mbps.
A. Topologies The results are shown in Fifl 4. At 54Mbps, the goodput is

Our topologies range from two to three nodes to focus dhe highest (near 28Mbps) with the 6Mbps modulation rate at
single wireless link behaviors and minimize interferentiee 5.5Mbps. Notice the gap between the theoretical throughput
single link topology, Fig[2(#), is used as a check for uppémodulation rate) and the experimental throughput. This ca
bounds on capacity/goodput, frame queuing and retries irba explained by the 802.11 overheads including the PLCP,
non-interfering environment. We use the contention togglo DIFS, SIFS, backoff and ACK transmission time.
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C. Contention Topology Results
There are two scenarios shown in the figures of Hig. 5 using jfj

40 t

RSSI

Link AB (54Mbps) - RSSI ACK ———

the intraflow topology, Fid-Z2(p). The first scenario is cdltee o} o ﬁ?ggﬁﬁggffgﬁ
“Fair Scenario” where both links’ modulation rate are setto ‘o 100 200 200 400 500 600
54Mbps. The second scenario is called the “Unfair Scenario” (a) Fair Scenario

where one link is set to 54Mbps and the other is set to 6Mbps.
Fig. [6(@) shows the RSSI link quality is similar in the two  «f
scenarios. v

The difference between the two scenarios is goodput? 5|

Fig.[5(B). In the “Fair Scenario”, both links get an equalrsha = Lk A anbps)-RSSIACK ——
of the channel resource. In the “Unfair Scenario”, both dink 13’ ‘ ‘ ‘ i G (ovibpg) - Res1

are getting equal goodput, but not equal time. Notice, that ° e sy 0 o0
the Link AB should be able to send at 54Mbps but it is only (b) Unfair Scenario

getting as much bandwidth as Link CB. This can be explained Fig. 6. Inter-Flow Comparison of RSSI and RSSI ACK

by 802.11's channel access fairness. Since both links are fa

in the way they access the channel, Link CB will definitely

take more time to send the same amount of data as Link AB.Fig.[6{(@) and Fid.-6(p) show the RSSI and RSSI ACK values

Our observations are consistent with the previous work én tifor the fair and unfair scenarios. The RSSI ACK is the signal

802.11 anomaly([13]. strength read from the ACK frame at the transmitter, whike th
Fig. shows the frame error rates (FER) for the twRSSI is the signal strength read from the DATA frame at the

different scenarios. Both 54Mbps links in the “Fair Sceoari receiver. Link CB has very symmetrical signal strength, but

case have a high frame error rate (20% to 30%) due to frami@k AB does not.

collisions rather than noise. In the “Unfair Scenario” cabe ]

FER for link CB is always lower than for link AB because of?- Multihop Topology Results

the differences in modulation rate. Frames sent at 6Mbps hav In the multihop topology, Fig[_2(t), nodes A and C are

a more robust encoding scheme which allows it to overcorsending traffic to each other. Data traffic from either node is

small errors in the frame caused by collisions ane noise ewatayed through node B. In this scenario, all links are setfix

though it spends more time on the air than frames senttat54Mbps. Link CB and Link BC have slightly lower RSSI

54Mbps. than Link AB and BA . Fig[7(a) shows the goodput. The
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channel is contended fairly by all three nodes. The 802.11
protocol has a channel access fairness, so Link BA and Li
BC share the same channel access probability since they are
from node B. This can be seen by the fact that Link BA and
Link BC are both halved the goodput than either Link AB o]
Link CB. Fig.[d shows the frame error rate of all four links.
Since all four links have similar characteristics, themnfre [20]

error rates are similar. 21]

V. CONCLUSIONS

We have implemented a novel link quality measurement togf!
and used it to evaluate 802.11 links in our indoor testbed. Oug)
tool provides us with three metrics for wireless link qualit
frame error probability, signal strength and link gOOdpquS
This tool can be used for hybrid link rate adaptatidnl [1
approaches, or with network tools, which monitor, repod an
react to variable conditions in the network][26]. Using tiuis!
we have observed the link quality of a normal single link, the
performance anomaly in an interflow scenario and the link
quality in a multihop topology. For our future work, we will
deploy the tool in regular testbeds to see how link qualities
behave in uncontrolled environments.
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