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Abstract

Recently, many overlay applications have emerged in the Internet, such as Peer-to-Peer file
sharing, end host multicasting, and content distribution network. Currently, each of these ap-
plications requires their proprietary functionality support, such as network topology discovery,
routing path selection, fault detection and tolerance, etc. A general unified framework may be
a desirable alternative to application-specific overlays. In this paper, we introduce the concept
of Overlay Brokers (OBs). We assume that each autonomous system in the Internet has one
or more OBs. These OBs cooperate with each other to form an overlay service network (OSN)
and provide overlay service support for overlay applications, such as resource allocation and
negotiation, overlay routing, topology discovery and other functionalities. The scope of our
effort is the support of Quality of Service (QoS) in overlay networks. In this paper, our primary
focus is on the design of QoS-aware Routing protocols for Overlay Networks (QRONSs). The
goal of QRON is to find a QoS-satisfied overlay path while trying to balance the overlay traffic
among the OBs and the overlay links in the OSN. A subset of OBs, connected by the over-
lay paths, can form an application specific overlay network for an overlay application. The
proposed QRON algorithm adopts a hierarchical methodology that enhances its scalability.
Two different types of path selection algorithms are analyzed in our study. We have simulated
the protocols based on the transit-stub topologies produced by GT-ITM. Simulation results
have shown that the proposed algorithms perform well in providing QoS-aware overlay routing
service.

Keywords: Modified Shortest Distance Path (MSDP), Overlay Service Network (OSN), Over-
lay Routing, Overlay Brokers (OBs), Proportional Bandwidth Shortest Path (PBSP), QoS-aware
Routing in Overlay Networks (QRONSs), QoS Satisfaction Ratio.
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1 Introduction

A significant amount of effort has been dedicated to incorporate Quality of Service (QoS) in the
current best-effort service model of Internet. Although there have been advances in the solution
proposals for network-level QoS provisioning, the models such as Intserv [15] and DiffServ [9] are
far from being deployed in the Internet. The reluctance to the adoption of these models is tied
to the changes that are required in the networking infrastructure. An alternative approach for
QoS provisioning for QoS-sensitive applications is to provide support mechanisms for services in
the application layer while retaining the best-effort network layer. Overlay networks have emerged
as an effective way to support new applications as well as protocols without any changes in the
underlying network layer. Thus it can provide flexible, scalable and reliable Internet services [4].
For example, Qbone[21] and Mbone[11] utilize overlay technique to support QoS and multicast
services, respectively, on top of the current Internet infrastructure.

An overlay network is formed by a subset of underlying physical nodes. The connections
between the overlay nodes are provided by overlay links, each of which is usually composed of one
or more physical links. As the overlay applications are usually built at the applications layer, it
can effectively use the Internet as a lower level infrastructure to provide high level services to end
users.

Some of the overlay applications rely only on the end hosts[8, 13]. However, because of the
limited access bandwidth and unpredictable connectivity of many Internet hosts, it would be
desirable for the overlay applications to have some preset fixed nodes that support the overlay
services[6, 8, 16]. The group of these preset nodes needs to detect dynamic network status, discover
overlay topology, guarantee QoS, and provide fault tolerance. With the increasing number of
overlay applications, more and more of such nodes will be required across the Internet. Although
a few papers have discussed such concepts of overlay networks, most of the proposed overlay routing
protocols are designed for specific overlay applications. For example, Chord[25], Bayuex[33] and
Brocade[31] are designed for well-defined-structure-based overlay applications. Their main goal
is to locate content in a large distributed system. In [18] and [24], the authors mainly focus on
overlay-based multicasting protocols.

To facilitate the support for existing and new overlay applications, especially for QoS-aware
applications, a unified framework is desired in the Internet to support overlay applications. Instead
of application-specific overlays, we propose to develop a general Overlay Service Network (OSN)
that can be shared by a variety of applications. We introduce the idea of Overlay Brokers (OBs)
to achieve this goal. The OBs are strategically placed across the Internet domains. Each of the
Internet domains can have one or more OBs. These OBs provide a unified platform to serve several
overlay applications at the same time. We believe that this framework can provide efficient overlay
services to the existing overlay applications and facilitate the implementation of new applications.

In the proposed OSN, at each of the OBs, an overlay service layer (OSL) is implemented be-
tween the transport layer and the application layer. OSL provides the common functionalities that
most overlay applications need, such as topology discovery, overlay link performance estimation,
overlay routing, resource allocation, etc. When a new application arrives, using the routing proto-
col, the OSL first forms a logical application-specific overlay topology as a subgraph of the OSN,
connecting the appropriate OBs. Then, it allocates the required network resources according to
the application’s requirement.

As the overlay network is built on top of the general Internet infrastructure, the problem of
QoS-aware overlay routing is somewhat different from IP-based QoS-aware routing. Here, the



QoS-aware routing path is constraint by the topology of the OSN and the resources available at
the OBs. Besides considering the dynamic overlay link capacity, we also need to consider the
computation capacities of the OBs, which constrains the number of overlay sessions the OBs can
support simultaneously. Furthermore, some applications may require computations (such as, en-
cryption/decryption and compression/decompression) at the OBs, thus requiring the consideration
for computational load in selecting the routing paths.

The focus of this paper is to propose QoS-aware Routing protocols for Overlay Network
(QRON). QRON runs at the OSL among the OBs. The main function of QRON is to search
QoS-satisfied overlay paths forming overlay networks for upper layer QoS-sensitive overlay appli-
cations, and balance overlay traffic load on OBs and overlay links. We believe that such generic
overlay routing protocols will greatly reduce the cost of designing QoS-aware overlay routing pro-
tocols for each specific overlay applications. With the increase in QoS-sensitive applications in the
Internet, it is necessary to support QoS-aware routing service for the whole Internet. With the
help of OBs, QRON can also be used to provide end-to-end QoS-aware routing services without
significant changes in the Internet infrastructure.

To enhance scalability, we have relied on a hierarchical approach for QRON. In this approach,
groups of contiguous (in terms of network distance) OBs are grouped to form clusters, which in turn
are grouped together to form super-clusters, and so on. QRON operates hierarchically by using
inter-cluster routing recursively. Thus the state maintenance and overheads due to the exchange
of routing messages are reduced drastically. We have proposed two approaches for selecting an
appropriate path at each level of the hierarchy: Modified Shortest-Distance Path (MSDP), and
Proportional Bandwidth Shortest Path (PBSP). Both of the algorithms are based on Dijkstra
shortest path searching algorithm. When searching for a QoS-satisfied overlay path, MSDP and
PBSP consider both the OBs’ capacities and the overlay links’ capacities to balance overlay traffic.
Simulation results have shown that both of the algorithms (MSDP and PBSP) can effectively find
and provide QoS-satisfied overlay path connecting the source OBs and destination OBs (achieving
higher success rate). At the same time, they also balance the distribution of overlay traffic across
the OSN.

The rest of the paper is organized as follows. In Section 2, we introduce the Overlay Service
Network. The basic idea of QoS-aware overlay routing protocol and the two QoS-aware overlay
routing algorithms, MSDP and PBSP, are described in Section 3. A series of simulations and
results are discussed in Section 4. The related works are discussed in Section 5. Finally, we draw
the conclusions in Section 6.

2 Overlay Service Network

Most of the previous work on overlay networks can be categorized into two broad categories:
overlay based on end-hosts, and overlay based on fixed-nodes. Examples of overlay networks based
on end-hosts include peer-to-peer(P2P) file sharing, end-host-based multicasting in the Internet,
etc [8, 13]. In these networks, the end hosts are logically connected (at the network layer) together
to form overlay networks without any support from the network providers. However, each end host
is required to be connected to several other end hosts at the same time. As pointed out in [18],
there are two factors constraining the applicability of this scheme: lower transmission bandwidth
of end hosts, and the long "last mile" transmission delay for overlay applications. Most of the
end hosts have low bandwidth access to Internet. They usually use cable modem, DSL, or dial-up
service. A smaller portion of hosts have 10/100Mbps access links connected to the Internet. It is



well-known that the access network is where the congestion often happens. Besides, dynamic and
uncontrolled environment of pure end-host based overlay networks usually cannot provide reliable
service because the end host can be turned "off" or "on" any time.

The second category of overlay networks use fixed nodes distributed in the Internet to facilitate
overlay services. The use of fixed nodes for overlay multicast services [6, 16], and content distri-
bution service[l] has been addressed in the literature. Most of these fixed nodes are deployed to
achieve similar functions, such as building appropriate topology, tracking dynamic network condi-
tion, etc. However, with expanding and evolving overlay applications, it becomes redundant to set
up special fixed nodes for each overlay application in the Internet. Rather, it is desirable to have
special overlay service nodes in the Internet to facilitate a broad class of applications requiring
overlay services.

2.1 Overlay Broker (OB)

In this paper, we propose the concept of Overlay Brokers(OBs), which are specialized nodes that
can be placed in the Internet by a third party (termed as Overlay Service Provider (OSP)) to
provide generic overlay service support to overlay applications. Usually, one or more OBs can be
deployed in each domain. These OBs are interconnected at the application layer to form the OSN.
The OBs cooperate with each other across the Internet to provide overlay services support. OBs
can be placed either at the edge of a domain or in the core. The OBs subscribe high bandwidth
connections to the Internet backbone. The OBs of one domain know the addresses of the OBs of the
neighboring domains. This knowledge can be incorporated during deployment or through exchange
of messages with the neighboring domains. The OBs are also responsible for encapsulation and
decapsulation of the outgoing and incoming packets of the overlay network, respectively.

Figure 1 shows a generic network topology composed of four ASes. The figure displays the
possible location and existence of the OBs. Each of the AS has one or two OBs in the figure.
More number of OBs may be added incrementally in a domain to enhance scalability and fault
tolerance.

BR: Border Router

OB: Overlay Broke r

Figure 1: An example network with Overlay Brokers in each of the ASes.

The internal protocol architecture of OBs is shown in Figure 2. The OBs have an overlay service
layer (OSL) which lies between the application layer and the transportation layer. OSL supports



the overlay service function to facilitate the deployment of overlay applications. OSL includes
several modules with the following functionalities: topology discovery, OB-to-OB performance
estimation, resource allocation, and service provisioning. Description of these functionalities follow
in the next section.

Overlay Applications

Overlay Service Layer

Transportation Layer

Figure 2: Overlay broker structure.

2.2 Functional Modules of OSN

For a generic OSL, several functional modules are needed for the OSN. In [4], the authors have
discussed several service modules. Here, we have focussed primarily on the QoS-related function-
alities.

2.2.1 Topology Discovery

With the deployment of OSN, there will be several OBs in the Internet. The global overlay
topology is formed based on the following observation. If two OBs are within the same AS, there
will be an overlay link connecting the two OBs. If there is an inter-domain link between two
domains, there is an overlay link in the overlay topology which connects the two OBs from the
two domains. If more than one interdomain links connect two ASes, the overlay links will also
correspond to the number of such links. The overlay link connecting two or more OBs in the
overlay topology may physically pass through multiple ASes that do not have any OBs. The OBs
within the same domain can form full mesh connecting each other, but the OSN interconnecting
multiple domains is not a full mesh topology.

Figure 3 shows an example overlay topology derived from the corresponding physical topology
that was shown in Figure 1. Note that the links shown in Figure 3 are virtual links at the
application layer which may map onto multiple links at the network layer.
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Figure 3: Example of the formation of overlay topology.

In this paper, the term overlay topology refers to the topology that connects all the OBs in



the Internet. The connection is not full-mesh, but is based on the configuration and connectivity
of ASes. The application-specific overlay topology refers to the topology (connecting a subset of
Internet OBs and thus a subgraph of OSN) which is formed by the OSL to provide service for
a specific application. Using the topology discovery module, the OBs can discover and adjust
the overlay topology which connects all the OBs with the aid of the physical topology underlying
the overlay topology. Based on this information, OSL can utilize the overlay routing protocol to
form application-specific overlay topologies which connects the appropriate OBs while meeting the
applications’ QoS and resource requirements.

2.2.2 Performance Measurements of Overlay Links

An overlay link is usually composed of multiple physical links. Other non-overlay traffic would
be using the same physical links. As mentioned earlier, the overlay functions work on top of the
transportation layer. Thus the OB cannot control or manage the IP-layer resources. To obtain the
performance of an overlay link, we can only rely on measurements. Many efficient measurement
methods have been proposed in the literature, such as, Ping and Sting [22], which can help us track
the overlay link loss rate and delays. To derive the overlay available bandwidth, we can use direct
measurements. We actively send traffic between two OBs and see how much of traffic can get
through before the path gets saturated and starts losing packets. This method was also adopted
in [32] and [19]. We can also use a more lightweight measurement method, such as cprobe[5] to
obtain the available bandwidth in a path.

2.2.3 Resource Allocation

The resource allocation function mainly deals with allocating the network resources to overlay
applications based on their QoS requirements and the application-specific overlay topology. With
the dynamically changing network conditions, the OSN may adjust the application-specific overlay
topology or the resources allocated to the overlay network.

We can use the utility-based resource allocation method which was proposed in Opus[4]. Each
customer is associated with a value which is based on the service level agreement (SLA). Opus
tries to make dynamic tradeoffs between service quality (associated with value) and service cost.
It makes the resource allocation decisions by comparing the expected utility of a set of candidate
configurations. The goal is to maximize the global utility (value). To achieve this goal, it uses
models to predict the different allocation methods for service quality. Based on this model and
the SLAs, we can determine the expected value of the predicted allocation methods.

2.2.4 Service Provisioning

Within each AS, the identity of the OBs are well-known or can be obtained from a directory
service. When a new customer wants to subscribe overlay services from the OSN, it first contacts
an OB (called access OB). Based on the service type, the access OB can determine the topology
that would connect the required OBs, the QoS requirement of the overlay path, as well as the
computing capacity requirement of the intermediate OBs. Then, using the QoS-aware routing
algorithm (which we will discuss in the following section), it can find all the necessary paths which
will compose the application-specific overlay.

For end-to-end QoS provisioning, two additional components that need to be considered are:
(a) QoS-satisfied path from the source node to the source OB, and (b) QoS-satisfied path from



the destination OB to the destination node. These two components in the path discovery process
can be handled through the intra-domain QoS provisioning mechanism available in the ASes (we
have assumed this availability).

3 QoS-aware Routing in Overlay Networks (QRON)

3.1 Problem Description

To provide overlay service, an overlay service provider (OSP) needs to subscribe underlying network
services from ISPs. There are two possible choices that can be envisioned. The first choice is to
subscribe access service from ISPs, where the ISPs can provide the required aggregate overlay
bandwidth and loss rate. However, it cannot guarantee the path performance for each source-
destination pair. The second choice is to subscribe VPN-like services connecting all the OBs. In
this approach, the ISPs can set up tunnels connecting all the OBs, and can thus guarantee the
performance of each path. However, the overlay service topology would be fixed which would not
be flexible enough to provide services to different kinds of overlay applications. In this paper, we
assume that OBs subscribe to the first kind of network services from the ISPs.

Overlay routing module provides desirable QoS-aware routing service to overlay applications
ensuring that the communication between the OBs meet different applications’ QoS requirement.
The overlay path searching process is different from the problems of network-level QoS routing,
and existing solutions to these problems are not readily applicable to the OSN. QRON in OSN
is different from QoS-aware IP routing in the following ways. The network layer protocols can
directly accesses the links and router resources. They can directly retrieve the network availabil-
ity information and reserve the resources along the QoS-satisfied path. Once the resources are
reserved, the flow can get guaranteed QoS services. Another approach would be to get assured
QoS services by using the concept of differentiated services [9]. However, in overlay routing, the
OBs cannot directly access the available resources in the overlay path. It can only rely on the
measurement techniques (as we discussed earlier), where the accuracy cannot be guaranteed. The
OBs cannot directly control and reserve the resources in the overlay path. Other non-overlay
traffic can pass through the overlay links anytime, which results in variations of the overlay paths’
service qualities. Thus, it is possible that the parts of an overlay path may not satisfy the ap-
plication requirements during the data transfer process. Another difference is that in OSN, OBs
may support other application functions, such as encoding, decoding, compression, decompression,
temporary storage service, etc. The processing capacities of the OBs are also important factors
that needs to be considered while selecting an overlay path.

In summary, the problem can be stated as follows. How to select QoS-aware overlay paths and
route data based the QoS requirements and the dynamic overlay link quality?

3.2 Basic Idea

We propose a routing framework called QoS-aware Routing for Overlay Networks (QRON) for
a generic OSN!. The primary goal of QRON is to provide a QoS-satisfied overlay path from
the source OB to the destination OB in the overlay topology. To achieve this goal, we need to

!There are many QoS metrics we need to consider for QoS-aware routing services, such as bandwidth, delay,
loss rate. In this paper, we only focus on bandwidth. In most cases, higher bandwidth has higher possibility for
low delay, and can provide controlled loss rate service as shown in OverQoS[26].



identify a subset of the overlay topology that provides the connectivity as well as the required
QoS between the source OB and the destination OB. Critical resources in the OSN includes not
only the overlay link capacity, but also the OB’s capacity. OSN’s connectivity depends on the
bandwidth availability of overlay links and the capacity of the OBs.

QRON uses the following approach to provide QoS-aware overlay routing services in the dy-
namic network environment.

1) While selecting the overlay links, QRON tries to balance the traffic among the overlay
links and OBs in addition to satisfying the QoS requirement. This approach ensures that the
overlay traffic will be resilient to the background non-overlay traffic. At the same time, additional
overlay traffic will have less impact on the existing overlay traffic when the overlay path quality is
degraded.

2) QRON is a source-based routing protocol. To improve the efficiency of the source-based
routing, QRON uses hierarchical architecture to organize the OBs. The hierachical organization
provides a scalable topology for distributing the overlay link and OB state information. Each OB
can then have the aggregated overall topology. When an overlay routing request arrives, the OB
can utilize the aggregated topology to find an approximate path. It then contacts some of the OBs
on the path to get detailed and up-to-date information about the path performance. Even though
this approach incurs some control message overhead, the up-to-date path performance information
helps in improving the possibility for providing QoS service satisfaction.

3) During the overlay data routing process, the non-overlay traffic may increase suddenly and
thereby could affect the normal overlay data traffic. To cope with this situation, QRON uses
an adaptive routing approach. When an OB realizes that the additional overlay link capacity of
an overlay link is less than the overlay traffic it is currently servicing, it begins to search several
backup overlay paths connecting itself to this neighboring OB. These backup paths will make sure
that the overlay traffic can bypass this overlay link if the quality degrades. If the OB cannot find
enough backup paths, it will notify some of the previous hop OBs to search for backup paths to
bypass the degraded overlay link.

3.3 Path Selection

QRON is developed considering the constraints of the available computation capacity of OBs, and
the available bandwidth on the overlay links. We assume that the OBs periodically probe their own
residual computation capacity by querying the operating system or by running some benchmark
program. Based on a hierarchical approach (discussed in the next section), each OB maintains an
aggregated overlay topology. When a new overlay routing request arrives, its required bandwidth
and computational capacity are estimated and specified by the source OB.

The path selection problem can be formalized as follows. The overlay topology of the In-
ternet can be modeled as a connected directed graph G = (V, E), where V is the set of OBs
(OB4...0Bn, g, where Nop is the number of OBs) and E is the set of overlay links in the overlay
topology. For OB;, C; represents its current available computation capacity. The overlay link
between OB; and OB; is denoted as L;j or (i,7), and its available bandwidth is denoted as B;;.
When an overlay routing request arrives at O Bg with destination O Bp, with a bandwidth request
of RB, and the required computation RC, the QRON algorithm should find an overlay path which
can satisfy the QoS requirements while balancing the residual link capacity and the computation
overheads of the OBs.

The path selection algorithm is based on Dijkstra’s least-cost path routing algorithm. In



addition to satisfying the QoS requirements, our goal is to balance the load on the overlay links
as well as the OBs. The key component of this algorithm is the “cost” factor, which could be
defined in a variety of ways. We propose two approaches. The main difference between them lies
in the definition of cost of the overlay links and the function defining the path cost. In one of the
approaches, we try to choose paths based on a constraining resource component (link bandwidth,
OB’s capacity), while in the other approach, the cost is considered linearly dependent on all the
components.

3.3.1 Modified Shortest-Distance Path (MSDP)

A shortest-distance path algorithm was proposed in [17], which guarantees that the packets al-
ways travel along the lightest path (the path with the maximum available resource). Based on
this notion, the algorithm can effectively balance the network load among the physical links and
efficiently utilize the network resources. Suppose R;; is the available bandwidth on link L;;, the
weight of the link is defined as: R%J Then, based on Dijkstra’s shortest-path algorithm, one can
find a shortest-distance path.

Based on this approach, we propose a modified shortest-distance path (MSDP) algorithm. In

MSDP, the weight or the distance function of the overlay link (z,j) is defined as:

RB RC

B_ij ’ F])v (1)
where RC' denote the required computational capacity, RB is the required bandwidth, and Cj is
the available computational capacity at the OB at the other end of the overlay link (7,7). The
maximum value of the ratio of required resources to the available resources determines the weight.
Here the weight is dictated by the bottleneck resource component of the overlay connection between
two OBs. Thus it is ensured that the bottleneck link has the highest weight that gets added on to
determine the path cost. The link with the lowest cost will have a component (B;;,C;) that has
highest resource availability in terms of the required resources.

The weight function in equation (1) depicts that the overlay link weight not only depends on
the overlay link capacity, but also on the OBs’ computational capacities. This definition of overlay
link weight ascertains that the new incoming request always travels the path with larger capacity
and effectively balances the overlay traffic among overlay links as well as OBs.

If an overlay path passes through the OB;...0OB,,, the weight of the path is defined as:

weight(i,7) = MAX(

n—1
() weight(s,i+ 1)) x P(h), (2)
i=1
where P(h) defines a function that is proportional to the number of domains the overlay passes
through. This factor enables us to select paths that pass through less number of ASes. P(h) can
be set to 1 if the overheads of passing through the ASes is not an issue. Using (2) and based on
Dijkstra’s shortest-path algorithm, we can find an overlay path. The overlay path based on MSDP
algorithm can satisfy the QoS requirement as well as balance the traffic among the overlay links
and the OBs.

3.3.2 Proportional Bandwidth Shortest Path (PBSP)

Another approach for defining the weight factor is to include the influence of all the resource
components (link bandwidth and the computational capacities of the OBs). PBSP is based on



this philosophy. Unlike MSDP, PBSP approach balances the load with respect to the combined
influence of all the resource components. In MSDP, the bottleneck component defines the weight.

The PBSP algorithm is based on the following criteria. If link (%, j)’s capacity B;; is larger
than link (m,n)’s capacity Bmn (Bij > Bmn), then the probability of choosing link (i,j) (denoted
as P;;) should be larger than choosing link (m,n) (denoted as Pp,y). That is, P;; > Ppy,. In
other words, the goal of PBSP is to maximize the residual bandwidth at any link for any path.
Suppose a routing request comes with bandwidth requirement RB (B;; > RB and Bp,, > RB).
If B”gi fB > Bmé‘;fB , then B;; > B, and P;; > P,,. Based on the criteria, we define the

probability of choosing link (i, j), P;;, as Biij- fB. Thus the weight of the link can be defined as

Bij
B;j —]RB :
Similarly, when considering both the OBs’ capacities, the weight of the link can be defined as:

Bi; G

weight(i, j) = B — BB * Ci_RC' 3)
If there are n OBs in the path (from OBy to OB,), the weight of the path is defined as:
n—1
O (weight(i,i + 1)) x P(h). (4)

i=1
Then, based on Dijkstra’s shortest-path algorithm, we can find a shortest-distance path. The
overlay path based on MSDP algorithm can satisfy the QoS requirement as well as balance the
traffic among the overlay links and OBs.

3.4 Hierarchical Organization

To adopt the approaches described and derived in the previous subsection, we assume that each
node knows the residual capacity of all the links and nodes in the OSL. This knowledge at the
nodes can be acquired by requiring that each node periodically broadcast its residual computation
capacity and the residual bandwidth of the attached overlay links. Each and every OB in the
OSN will thus need to maintain the state information of all other OBs. Therefore, this method is
not scalable to large OSNs. In this section we propose a hierarchical organization of the OSN to
facilitate a scalable QRON algorithm.

We assume that the OBs are organized in a logical hierarchical structure. An example of
such a structure is shown in Figure 4. The hierarchical structure can be set up manually or
self-constructed by the OBs using some methods, such as the TDH approach described in [27].
Our approach of clustering is based on the following guidelines: (a) The OBs within the same
AS are clustered together. (b) Physically closer OBs/clusters are clustered together. (c) If two
OBs/clusters have multiple overlay links connecting them, they are clustered together. The hier-
archy is created by logically grouping OBs into clusters, grouping clusters into next-level-clusters,
and so on. The highest level of these cluster is denoted as level-1, which is composed of a group
of level-2 clusters, and so on. In Figure 4, the OBs themselves form the level-3 clusters. A group
of contiguous (from the network standpoint) OBs form the level-2 clusters. A group of level-2
clusters form the level-1 cluster. Thus in the example shown in the figure, there are 22 level-3
clusters, 7 level-2 clusters, and 3 level-1 clusters.

If there are n levels, the OBs themselves are denoted as level-n. Cluster ids at the it* level
are denoted as an ¢-tuple notation, similar to the one used in [28]. The level-1 clusters have single
number ids. The ids of level-2 clusters are in the form of z.y, and that of level-3 are x.y.z. The id
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Figure 4: Example of the hierarchical structure of overlay topology.

x.y.z of a level-3 cluster indicates that the id of the corresponding level-1 and level-2 clusters are x
and .y, respectively. The OBs maintain the topology and cost information of the views of level-1
clusters, level-2 clusters, ..., level-n clusters. To provide the above information to all the OBs, we
adopt the following mechanism. Fach OB periodically broadcast its computation capacity and the
attached overlay link capacities information. This information is broadcast only within its own
cluster. After collecting these information, each OB can have the topology information of its own
cluster-level. Based on this information, the gateway OBs will begin to aggregate the cluster into
simplified full-mesh topology connecting all the gateway OBs. The methodology is adopted as
follows. The gateway OB first gets the widest overlay paths (with the maximal available overlay
bandwidth and OB computation capacity) for each pair of gateway OBs within this cluster. If the
widest overlay path connecting two gateway OBs is composed of an overlay link, there is a virtual
overlay link between these two OBs in the full-mesh. Otherwise, there is a virtual path connecting
the two OBs. The virtual path is composed of two virtual overlay links and the OBs. Their
capacities are set as the capacity of the widest path. The gateway OBs of this level broadcast
their aggregated information to the other OBs, and the process is iterated till we reach the highest
level of clusters. Note that not all the OBs are involved in the inter-cluster information exchanges,
thereby reducing the overheads.

We described the QRON algorithm by first analyzing how the algorithm works for an example
network, followed by the presentation of the formal algorithm. Consider an application that
requires routing information from the source OB 1.3.3 to the destination OB 3.2.4 in Figure 4. As
mentioned earlier, the source OB 1.3.3 maintains the topology information on a hierarchical basis
as shown in Figure 5. The dotted lines and dotted nodes are virtual overlay links and virtual OBs,
respectively. After combining the three levels of cluster topologies, it can have a combined cluster
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Figure 5: Example of different levels of overlay topology.

topology as shown in Figure 6. The request for the overlay service first locates an OB which
share the lowest level cluster as the destination OB, i.e., 3.2.1 in this example. Based on the path
selection algorithms, discussed in the previous subsection, it can find a path from 1.3.3 to 3.2.1,
such as 1.3.1 -+ 1.3.2 - 1.2.1 - 1.1.1 —» 1.1.2 — 2.1.1 — 2.2.1 — 3.2.1. Notice that the path
1.1.1 — 1.1.2 and 2.1.1 — 2.2.1 are composed of virtual overlay links. Then, we need to send the
routing request to 1.1.1 and 2.1.1 with destination 1.1.2 and 2.2.1, respectively. At the same time,
OB 1.3.1 also sends a routing request to 3.2.1 with destination 3.2.3. If all the routing request
are honored with a response of the detailed path information, OB 1.3.3 can provide a full overlay
path to the user. If OB 1.1.1 cannot find a path, we will remove the virtual path 1.1.1 — 1.1.1
from the combined cluster topology and repeat the previous step. If OB 3.2.1 fails to find a path
to 3.2.3, we will remove the virtual link from the the combined cluster topology. Then, it will find
another OB which shares the lowest level cluster with 3.2.3 (3.1.2) and repeat the process.

Since the path search process is not exhaustive, it can be easily shown by counter examples
that the hierarchical approach may not necessarily result in finding the optimal path, which is true.
Our approach is to minimize the complexity and state maintenance overhead while determining a
near-optimal path.

Note that even though this routing method can incur additional delays, the OB tries to get
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Figure 6: Example of combined cluster topology.

the up-to-date information which can better adapt to the dynamic overlay link variations. At the
same time, it also can achieve good scalability.

The routing algorithm can be formalized as follows. Let there be n levels of clusters. The nt*
level clusters are the singular OBs. If the source OB is denoted as 57.955....5, and the destination
OB as Djy.Ds....D,, then the desired path can be determined using Algorithm 1.

Algorithm 1

PATH(S:.55....8,, D1.D5....Dy,)
1. Rank all the OBs in the combined cluster topology into the list OBList based on descending order of
sharing the lowest level of cluster with D;.Ds....D,
2. While (OBList != NULL) and (destination cluster is connected)
Remove the first OB from OBList, X;.X5....X,,
Find a path from 5;.5;....5, to X;.X5....X,, using either MSDP or PBSP.
While the path exits(denoted as 51.53....5, = a1 = ag — .. X71.X2....X},)
Determine all the virtual overlay paths from this path.
Send routing request to the begining node of the virtual path with the destination as the end node
of the path.
8. If ( X1.X5...X,!= D1.Ds....D,,)
9. Send routing request to X;.X5....X,, with destination D;.Ds....D,,
10. Collect the reponses.
11. If all of them return successful response,
12. Return with the full path.
13. Otherwise,

NS ok w

14. For those OBs which failed to provide positive response,

15. remove the attached virtual links from the combined cluster topology.
16. If X;.X5....X,,’s attached virtual overlay link exists

17. Find another path §,.55....5, to X;.Xs....X,,

4 Performance Evaluation

In this section, we evaluate the proposed QRON algorithms using simulations. The goal of the
simulation-based study is to evaluate the following performance of the two variants of QRON
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algorithms (MSDP and PBSP):

1) Balancing overlay traffic among the overlay links.

2) Balancing the overlay traffic overhead among the OBs.

3) Finding and providing QoS-satisfied paths connecting the source OBs and destination OBs.

4) Overlay path penalty compared to IP-layer routing protocols. This aspect is measured in
term of Link Stress Penalty, which is defined as the ratio of the number of hops an overlay path
passed to the number of links passed if using least-cost IP-layer routing protocol.

The results obtained for QRON using both MSDP and PBSP approaches are compared to that
of the shortest-path routing (SPR) algorithm. Note that the SPR refers to the shortest path in
the overlay network, not in the IP layer.

4.1 Simulation Setup

We have implemented a session-level event-driven simulator to evaluate and compare the perfor-
mance of QRON and SPR algorithms. The simulations are based on the Georgia Tech Internetwork
Topology Model (GT-ITM)[14], which is used to generate the network topology. Unless specifically
mentioned, the topology we used in this section has 1000 nodes that are evenly distributed across
100 domains. In our simulation, we assume that there is an OB in each domain. When simulating
the two algorithms (MSDP and PBSP), the OBs form a two-level hierarchical topology at the
application layer. Each of the clusters in the hierarchy has an average of 10 members (sub-clusters
or OBs).

The dynamics of the overlay routing is modeled as follows. The overlay routing request arrives
at a random OB according to a Poisson distribution with rate A. The destination domain is
randomly chosen. The holding time of the overlay session is exponentially distributed with a
mean of 2 minutes. Similar to [23], the offered load of the overlay routing request is defined as :

p= ﬁ, where h is the mean overlay path hops (number of OBs in the path), and " L; is

the sum of the overlay link capacities in the corresponding overlay topology. During the process
of simulation, we vary the value of u to test QRONs’ performance under different offered loads.
The physical links’ bandwidths during the simulation are randomly selected between 40 and 240
units with delay 2ms, while the OBs’ capacities are uniformly set as 800 units. The non-overlay
traffic occupy around 50% of each physical link’s capacity. The non-overlay traffic varies its volume
+20% every 500ms. The OBs exchange their state information every 1000ms. We assume that
the error of available bandwidth measurement result is within +10%. For each overlay routing
request, we use an overlay routing protocol to set up an overlay path connecting the source OB
and the destination OB with a bandwidth requirement range of 1 to 6 units. The computation
capacity requirement is varied between 6 to 10 units. The value of P(h) is set to 1.

To simulate different dynamic network situations, we repeat our simulations on the following
two different network scenarios:

Scenario 1: 80% of the overlay routing requests’ source and destination pairs are from 50%
OBs, while others are uniformly distributed among all the OBs.

Scenario 2: 80% of the overlay routing requests’ source and destination pairs are from 25%
OBs, while others are uniformly distributed among all the other OBs.

In the Internet most of the interdomain traffic is concentrated across a smaller subset of ASes.
The Scenario 2 is more reflective of the real Internet environment. Scenario 1 is considered as a
conservative estimate to show the performance in a worse-case scenario.
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4.2 Simulation Results and Discussions

For each of the above scenario, the OSN uses each of the algorithms (QRON with MSDP, QRON
with PBSP, SPR) to find and provide overlay paths to the 1000 overlay sessions. During the
simulation, we measured the following performance metrics: QoS satisfaction rate, link stress
penalty, residual overlay link capacity deviation, and OB residual capacity deviation.

4.2.1 QoS-Satisfaction Rate (QSR)

Because of the unbalanced distribution of Internet traffic, in many situations, the shortest-path-
based routing protocol cannot provide a QoS-satisfied path connecting the source and destination
domains. To quantify this factor, QSR is defined as:

Number of QoS satisfied overlay paths
QSR = . (5)
Number of overlay routing requests

Figure 7 shows the QSR of MSDP and PBSP compared to SPR in Scenario 1, while Figure 8
shows the results for Scenario 2. From the two figures, we can observe that both MSDP and PBSP
can greatly improve the QSR. In addition to finding QoS-satisfying overlay paths, QRON also helps
in finding paths that are not affected significantly by the non-overlay traffic. The advantage is
more prominent in Scenario 2, because the traffic distribution is much more unbalanced. Here,
MSDP and PBSP demonstrate about 20%-30% benefit of QSR for a wide range of loads. When
comparing MSDP and PBSP, we observe that the former is little better than the latter. Another
trend that we observe from the figures is that with the increase in offered load, the QSRs decrease
and the QSR difference between QRONs and SPR is also reduced. This is because when all the
overlay links are nearly overloaded, the chance of finding a feasible overlay path also diminishes.

L=

0.8

. EEammess S

0.4

QoS-Satisfied Rate

0.2

0 0.2 0.4 0.6 0.8 1
Offered Load

Figure 7: QSR comparison of Scenario 1.

4.2.2 Link Stress Penalty

To satisfy the user’s QoS requirement, the QoS-satisfied overlay paths are usually longer than the
corresponding IP-layer least-cost paths. Link stress is used to evaluate this penalty of QoS-aware
overlay routing protocols. It is defined as the number of IP-layer hops crossed by the QoS-satisfied
overlay path divided by the number of links crossed via the corresponding IP-layer path. Thus,
lower link stress penalty is better.
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Figure 8: QSR comparison of Scenario 2.

Figures 9 and 10 show the simulation result of the two protocols’ average link stress penalty in
the two scenarios. Results show that the link stress penalty for the two protocols are within the
range of 1.5 to 3.0 under the simulated network topology and dynamic network situation. This
overhead is not significant considering the gain in QSR and in other performance parameters. For
the same scenario, MSDP has higher link stress penalty than PBSP, which implies that MSDP
chooses longer paths compared to PBSP for satisfying the QoS constraints.

O sPR
W MSDP
25 I-PBSP—|

15

Overlay Path Link Stress

0.5

0.2 0.4 0.6 0.8 1.0

Offered Load

Figure 9: Average overlay path link stress (Scenario 1).

4.2.3 Balancing Overlay Link Capacities

One of the most important objective of QRONSs is to balance the traffic among the overlay links,
which ensures that the overlay links are less affected by the dynamics of the non-overlay traffic.
The simulation results in this section illustrate this aspect. The goal of QRONSs is to have similar
residual capacities at all links. We use the Residual Link Capacity Deviation (RLCD) to evaluate
this characteristic. RLCD is defined as follows.

SN, (Bi - B)

LCD =
RLC N

(6)

16



O SPR
W MSDP
25 I-PBSP—

15

Overlay Path Link Stress

0.5

0.2 0.4 0.6 0.8 1.0

Offered Load

Figure 10: Average overlay path link stress (Scenario 2).

In above expression, N is the number of overlay links, B is the average link residual capacity,
while B; is the i** overlay link residual capacity. This equation reflects how the traffic is balanced
globally.
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Figure 11: RLCD Comparison of Scenario 1.

Figures 11 and 12 depict the RLCD variations under the two scenarios after the arrivals of
1000 session requests. The RLCD of the QRONSs is much less than that of SPR. From the graphs,
we can also observe that MSDP and PBSP can balance the traffic much better among the overlay
links with the increase in offered load and when the traffic is more unbalanced (Scenario 2). When
comparing between the two QRONs, MSDP has a lower value of RLCD indicating that MSDP
distributes the traffic more evenly compared to PBSP.

4.2.4 Balancing Overlay Broker Overheads

Another function of QRON is to balance the overlay routing overhead among all the OBs. QRON
algorithms can achieve this goal by balancing the OBs’ residual computation capacities.
We use the following equation to evaluate the performance of OB load balancing:
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Figure 12: RLCD Comparison of Scenario 2.
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In the above equation, C; is the capacity of OB;, C is the average value of capacity, while Nppg is

the number of OBs.
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Figure 13: Overlay Broker Residual Capacity Deviation (Scenario 1).

Figures 13 and 14 show the OB’s residual capacity deviations after the arrivals of 1000 overlay
sessions under the two scenarios. We observe that under different session distribution situations
and for different offered load, the OB residual capacity deviation remains more or less constant
while SPR’s balancing functions become worse with the increase in traffic load. That means, both
MSDP and PBSP can achieve good performance in terms of balancing the overheads among OBs
with respect to the load variations. When comparing the two protocols, PBSP can balance the
load a little better than MSDP.
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Figure 14: Overlay Broker Residual Capacity Deviation (Scenario 2).

5 Related Work

There has been a moderate amount of work in the areas of overlay networks. Recently the efforts
on this topic has been very active. Most of the efforts on overlay networks can be subsumed under
two broad categories. The first category proposes overlay networks for specific applications in the
Internet. The second category aim at developing generic overlay service networks in the Internet
that can be used for a variety of applications.

The efforts on application-specific overlay networks have targeted for wide-use applications such
as multicasting[8, 30|, content distribution networks[1] and peer-to-peer file sharing[25]. Most of
the proposed approaches on application-layer multicasting adopt the idea of using strategically
placed fixed nodes to support overlay multicast service. The goal of the Overcast model [16] is to
provide wide-area content distribution. It is designed to provide bandwidth sensitive multicast ser-
vices while utilizing the network bandwidth efficiently. In [6], the authors focus on how to provide
scalable multicast services to real-time heterogeneous receivers. Its main goal is to reconcile the
heterogeneous capabilities and network connections of various clients with the need for reliability.
In [24], the author mainly focus on how to balance the multicast traffic among multicast service
nodes while maintaining low end-to-end latency. However, the paper did not consider balancing
the traffic among the peer links or searching QoS-satisfied overlay paths for applications. Resilient
Overlay Network (RON)[3] is also based on strategically placed nodes in the Internet domains.
It is proposed to quickly detect and recover path outages and degraded performance. RON can
effectively cope with the problem compared to BGP, which usually takes longer time to converge
to a new valid route.

Our effort belong to the second category where we propose a general overlay service network
that can be used for a variety of application-layer services. A few other works are related to this
paper and also belong to the second category. Yoid[12] is a generic overlay architecture which is
designed to support a variety of overlay applications that are as diverse as netnews, streaming
broadcasts, and bulk email distribution. Another similar effort is the Planet-lab[20] experiment
whose goal is to build a global testbed for developing and accessing new network services. It
will serve as both a research testbed and a deployment platform. The main research issues being
address in this project include: (i) defining virtual machine running on each node and (ii) building
the management services used to control the testbed. A similar approach was proposed in Opus|[4],
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which is a large-scale overlay utility service that provides a common platform and the necessary
abstractions to service multiple distributed applications. It automatically configure server network
overlays with the goal of dynamically meeting the performance and availability requirements of
competing applications. Their overlay topology construction is to build application overlays to
enable flexible and dynamic tradeoffs between overlay cost and the associated performance and
reliability. X-Bone[29] is a system for the automated deployment of overlay network. It operates at
the IP layer and based on IP tunnel technique. The main focus is to manage and allocate overlay
link and router resource to different overlays and avoid resource contention among the overlays.

Two other recent effort that share similar goals of the second category are OverQoS|[26] and
SONJ10]. OverQoS is an architecture proposed to provide Internet QoS using overlay networks.
The third-party providers can utilize OverQoS to provide QoS service to the customers using the
controlled loss virtual link (CLVL) technique, which ensures that the loss rate observed by aggre-
gation is very small as long as the aggregate rate does not exceed a certain value. OverQoS can
be employed to provide differentiated rate allocations, statistical bandwidth and loss assurance,
and can enable explicit-rate congestion control algorithms. Service Overlay Networks (SON) is
designed to use overlay technique to provide value-added Internet services. Similar to our frame-
work, a SON can purchase bandwidth with certain QoS guarantees from ISPs to build a logical
end-to-end service delivery overlay. This work focus on the bandwidth provisioning problem:
provide QoS and meet traffic demands while minimize the bandwidth cost. The authors have for-
mulated the problem considering various factors: SLA, service QoS, traffic demand distribution,
and bandwidth cost.

Our effort is complementary to most of the above approaches. We share common goals as
OverQoS, OPUS, SON, and Yoid. However, in this paper we focus on facilitating functionalities
that will help achieve the overall goals. Thus, our work is mainly focused on QRONs, whose job is
to set up QoS-satisfied overlay connections between OBs, balance the overlay traffic and the load
on the OBs. None of the other work has addressed this aspect adequately. In addition, we address
critical issues such as scalability, low overheads, and minimal state maintenance algorithms.

6 Conclusions

In this paper, we proposed the idea of using Overlay Service Network (OSN) to support emerging
overlay applications. We assume that each Internet AS has one or more OBs. These OBs cooperate
with each other to facilitate the deployment of overlay service. We discussed the necessary modules
in OSN to support QoS-sensitive overlay applications. The focus of the paper is QoS-aware routing
in overlay networks (QRON). QRON is designed as a generic overlay routing protocol, by which
OBs can form QoS-satisfied application-specific overlay topologies.

The goal of QRON is to find QoS-satisfied paths and adaptively route the overlay traffic in
spite of the unpredictable overlay link performance. To achieve this goal, QRON utilizes the fol-
lowing methods. (1) QRON uses the modified shortest-distance path (MSDP) or the proportional
bandwidth shortest path (PBSP) algorithm to balance the overlay traffic among OBs and overlay
links. These schemes ensure that additional traffic has less impact on overlay traffic, especially
when non-overlay traffic volume vary unexpectedly. (2) QRON uses a hierarchical organization of
the OBs. This organization not only can provide scalability in distributing network state infor-
mation, but also can find a path with up-to-date information. (3) QRON uses adaptive routing
during data transfer. An OB begins to find a partial backup path when it realizes that its current
overlay link is undergoing service degradation. It can thus quickly bypass the link during the data
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transfer process. The simulation results show that the QRON algorithms can effectively find and
provide QoS-satisfied overlay paths and balance the overlay traffic burden among the OBs as well
as the overlay links.
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