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1 IntroductionMultiprocessor systems often require coordination and synchronization between processing elementsthrough interprocessor communication which can be either one to one (unicast communication) orcould involve a group of processors (collective communication). Unicast communication is concernedwith sending a message from a source node to one destination. Collective communication [1] involves agroup of processing nodes that intercommunicate in a speci�c manner. Examples of collective commu-nication primitives are barrier synchronization, broadcast, gather, scatter, all-gather, all to all, globalreduction, and scan. Because of the nature of parallel programming, which requires a group of collab-orating processors to complete a single task, e�cient support of collective communications is a criticalissue in the design of high performance parallel systems [2]. The inclusion of collective communica-tions in the Message Passing Interface (MPI) standard [3] further justi�es the research in this area.An important communication primitive among collective operations is the multicast communication.Multicast communication is a generalization of the broadcast operation and is concerned with sendinga single message from a source node to a set of destination nodes. The multicast primitive can bealso used as a basis for many other collective operations such as barrier synchronization and cacheinvalidations in multiprocessor systems.Multicast communication using wormhole switching has been studied extensively for direct networks[4, 5, 6, 7, 8]. However, studies on indirect networks, such as multistage interconnection networks(MINs), have been limited [9, 10]. This paper addresses the issues associated with multicasting inwormhole-switched MINs. MINs have been extensively studied and adopted as an interconnectionfabric for multiprocessor systems [11]. Examples of contemporary multiprocessors that use MIN includeNEC Cenju-3 [12] and IBM SP1/SP2 [13, 14].Wormhole switching technique has been adopted in most of the current generation systems be-cause of its low latency. However, an e�cient routing algorithm needs to be developed to exploit theadvantages of wormhole routing and the interconnection topology. Most of the contemporary par-allel systems are designed to e�ciently support unicast communication. E�cient software multicastalgorithms have been proposed for bidirectional [15] and unidirectional MINs [16]. These algorithmsrely only on the underlying unicast communication and do not need any hardware modi�cation. Thesource node sends unicast messages to one multicast destination in the �rst phase. In subsequentphases, some destinations are assigned to act like source nodes in addition to the original source nodeto send messages to destinations that are yet to be reached according to a prede�ned multicast treestructure. The number of communication phases required in binomial software multicasting schemes ford destinations is dlog2(d+ 1)e. Each phase incurs a startup latency which is a major proportion of thetotal communication latency. In [17], a multinomial tree structure for the source and the destinationsfor multicasting is proposed. The multinomial multicasting steps are tuned based on the communica-tion network parameters to further optimize the communication latency. However, the software-basedapproaches have a higher latency as they involve several communication start-up phases and do notexploit the concept of sending the message concurrently to cover as many destinations as possible.To further improve multicasting performance, the multicast operations need to be supported at thelower level [18, 19]. The low-level multicast supports can be implemented as additional functions in1



network interface units and/or dedicated hardware in the switching elements. Hardware multicastingallows sharing of network resources to cover multiple destinations which reduces both network tra�cand the number of communication phases. Hardware-based multicasting algorithms can be classi�edas path-based or tree-based. In the path-based approach, improvement in performance is exploitedfrom the destinations that can share a common path. Several path-based multicasting algorithms havebeen proposed for the direct networks [5, 6, 7, 8]. Most of these works focus on designing deadlock-free multicast algorithms for wormhole switched networks. The path-based approach is not convenientfor MINs because the messages pass through intermediate switches that are not connected to anyprocessing node. Hence, the path-based multicasting scheme in MINs does not reduce the amountof tra�c injected into the network. Also, it has been shown in [20] that the path-based multicastingapproach is not only ine�cient but also can create deadlocks in MINs.MINs inherit the tree topology which can be e�ectively exploited to support multicast commu-nication. Unfortunately, the tree branching operations create additional resource dependencies thatmake the wormhole networks more susceptible to deadlock con�gurations. The tree-based multicastingscheme proposed by Chiang and Ni [20] requires the multicast headers in di�erent branches to be for-warded synchronously from one stage to the next (called synchronous worm). Synchronous movementis required to prevent deadlocks. To synchronize all multicast branches, a feedback mechanism thattraverses the whole multicast tree is required. The synchronous multicasting method not only requiresa considerable amount of hardware modi�cations but also su�ers from the synchronization overhead interms of additional latency. Another approach of tree-based multicasting is the asynchronous replicationscheme in which the asynchronous worm allows multiple headers to be forwarded independent of eachother. If a branch of multicast message is blocked, the other branches can be forwarded asynchronouslyby introducing bubbles in their paths. The asynchronous worm is preferred over the synchronous wormbecause of its ease of implementation. However, it is more prone to deadlocks. Deadlock preventionin asynchronous multicasting approaches is very di�cult while using wormhole routing without largebu�ers at each of the switching elements [20]. An approach to implement the asynchronous multicastingthrough the use of large bu�ers at each switch to prevent deadlocks is reported in [21, 22].To minimize routing operations at the intermediate switches, the multiport encoding scheme scheme[23] uses the same routing tag for di�erent multicast branches at the same stage. This method allowslimited tree operations to a set of destinations. Thus, completion of multicast operation may requireseveral communication phases depending on the location and spread of the destinations. To preventdeadlocks, the multiport encoding scheme requires bu�ers at the switches corresponding to the maxi-mum packet size to break the branch dependencies.In this paper, we �rst investigate the deadlock problems associated with the tree-based multicastingin MINs. The deadlock con�gurations in the tree-based multicast in MINs are analyzed. A switchgrouping technique is developed to analyze the behavior of the deadlocks. Based on the study, anasynchronous tree-based multicasting (ATBM) scheme is proposed for multicasting in MINs usingwormhole switching technique. To prevent deadlocks, the switches are grouped using a groupingalgorithm, and multiple tree operations are serialized within the groups. The serialized deadlockprevention is simpler than the synchronous replication approach [20]. The hardware modi�cations2



required for the proposed ATBM scheme is associated with the coordination of the switches in thesame group. We have discussed the implementation of the ATBM algorithm for both unidirectionaland bidirectional MINs. The proposed scheme is di�erent from the previously proposed asynchronousschemes [23] in the sense that the multicast communications can be completed in a single start-up phaseand only small bu�ers are required at each of the switches. The performance evaluation is carried outthrough simulation experiments. The results show that our approach performs signi�cantly better thanthe software multicasting schemes while incurring low hardware overheads.This paper is organized as follows. Section 2 presents the system model for the wormhole switchedMINs. The deadlock problems in MINs and the switch grouping algorithm are explained in Section 3.The proposed ATBM algorithms are presented in Section 4. The simulation results are given in Section5. Finally, the concluding remarks are reported in Section 6.2 System ModelFigure 1 shows multiprocessor systems interconnected through MINs. The communication links canbe either unidirectional or bidirectional. The bidirectional communication links can be viewed as twounidirectional communication links connected in opposite directions. A unidirectional MIN (UNI-MIN)system is shown in Figure 1 (a). The processing nodes are connected to the input ports of the MIN(stage zero). A message sent by a node is forwarded through the switches and reaches the receivingnode via wrapped around communication links. A MIN using bidirectional communication links, calledbidirectional MIN (BI-MIN), is shown in Figure 1 (b). The processor's communication channels areconnected to the BI-MIN (stage zero) using bidirectional communication links. The right hand sideports are used for scalability purpose. The BI-MIN system can be scaled up by increasing the numberof stages or by connecting another set of processing nodes to the system (as shown in Figure 1 (c)).
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packet is divided into small 
ow control digits, called 
its. Only the header 
it(s) contains the routinginformation. Upon reception of the header, the control circuit examines the routing information andperforms the routing operations accordingly. If the next bu�er is empty, the header is forwarded to thenext stage. The data 
its follow the same path. After the tail 
it is forwarded, the bu�er is released.The pipelined 
ow control dramatically reduces the communication latency and is insensitive to thedistance in a contention-free network. Only bu�er size of one 
it is required at each input channel.A MIN using b� b switches with n stages and r rows has N = bn connection ports on each side. Aswitch at row i and stage j is labeled as (i; j) where fi 2 (0; 1; : : : ; r � 1)g and fj 2 (0; 1; : : : ; n� 1)g.The node addresses are represented as [an�1 : : : a1a0] where fai 2 (0; 1; : : : ; b � 1)g. The source anddestination node addresses are represented by [sn�1 : : :s1s0] and [dn�1 : : :d1d0], respectively. Figure2 (a) shows an 8-node unidirectional baseline MIN. A bidirectional butter
y MIN with 8 nodes using2� 2 switches is shown in Figure 2 (b). The bidirectional links are depicted as two unidirectional linksin opposite direction. Figure 2 (c) shows a 16 nodes butter
y MIN constructed using 4� 4 switches.
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y BI-MIN using 4� 4 switches.A broad class of unidirectional MINs that belongs to the family of Delta networks has a self routingproperty by which the routing path is decided on the basis of the destination address tag [11]. Baselineand butter
y topologies belong to this class. Figure 3 (a) shows examples of destination-tag routingfrom [0010] (S1) to [1010] (D1), and [1100] (S2) to [1000] (D2) for the unidirectional baseline network.The next output port is decided on the basis of the destination bit corresponding to the current stage.The routing algorithm for the unicast messages in butter
y BI-MIN uses the turnaround routing[10]. The turnaround stage T is de�ned as the �rst bit position where the si and di are di�erent fromthe left hand side. The routing operation is divided into two phases. In the �rst phase, a messageis routed freely to the stage T . After reaching stage T , the message turns around and is routed tothe destination using the destination address. Figure 3 (b) shows two examples of turnaround routingfrom [0010] (S1) to [1010] (D1), and [1100] (S2) to [1000] (D2). From S1 to D1, the least commonancestor of the source and destination addresses is equal to 3. The message is forwarded to stage 3and then turns back to reach its destination. Similarly, the message turns around at stage 2 for thecommunication between S2 and D2. Since the unicast messages request for the network resourcesacyclically, the turnaround routing is deadlock-free.4
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(b) (d)(c) (e)(a)Figure 4: Multicast tree operations in MIN switches (a) The switch broadcast operation for UNI-MINs(b) The tree operation in the forward phase of BI-MIN (c) The tree operation in backward phase of BI-MIN (d) The tree turnaround with forwarding in BI-MIN (e) The tree turnaround without forwardingin BI-MIN.
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(b)(a)Figure 5: Multicasting in BI-MINs (a) multiple turnaround (b) single turnaround.3 Deadlocks in Tree-Based MulticastingThe simplest form of deadlock con�guration in tree-based multicasting is the single switch deadlockwhere the deadlock cycle involves messages at the same switch. Figure 6 (a) shows an example of thesingle switch deadlock con�guration. Messages A and B arrive at the input ports of the switch 1. Bothmessages perform multicast tree operations at switch 1 at stage i. The branches request the same twobu�ers at switches 2 and 3 at stage i + 1. If each branch gains an access to one bu�er and requestsanother, a deadlock cycle is formed. If the switch 1 is in the last stage, similar deadlock cycle involvingconsumption channels is formed. Figure 6 (b) shows this deadlock con�guration.Another form of deadlock is created from the tree operations of the multicast messages at di�erentswitches. We term this type of con�guration as multi-switch deadlock. An example of this type ofdeadlock is shown in Figure 6 (c). The tree operation of message A is carried out at switch 1. At alater stage, message A occupies the upper port of switch 2 and requests the lower port of the switch 4.At the same time, message B is replicated and forwarded to both the ports at the switch 3. Message Boccupies the lower port of switch 4 and requests the upper port of the switch 2. Since both messagescannot proceed further due to the request-and-hold cycle of the network resources, a deadlock occurs.The single switch and multi-switch types of deadlock con�gurations are the basis of all deadlocks in6



MINs. To illustrate the general concept behind the formation of deadlock cycles, the abstract deadlockcon�gurations are shown in Figure 6 (d).
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each other since they all are eventually consumed by the destination nodes. Similarly, at the networklevel, we can partition the bu�ers and channels of a baseline UNI-MIN using 2 � 2 switches into twoseparate sets, as shown in Figure 8 (a). These two separate sets have no bu�ers or channels in common.Similarly, the 16 nodes with 4 � 4 switches can be partitioned in to four separate sets of bu�ers andchannels as shown in Figure 8 (b). A message using bu�ers within a partition of the network willnot request the bu�ers of any other partition in the network. Partitioning of the MIN on the basisof its topology is examined in detail in the literature [11, 28]. After partitioning the MIN, we needto group the switches of the partitions at each stage. The grouping is done in such a way that thetree operations within a group do not interact with the tree operations of any other group. Because ofthe special structure of baseline UNI-MINs, the grouping can be determined using following equations.The number of switches in the group Ngj at stage (j 2 [0; 1; : : : ; n � 2]) for the single consumptionchannel model is given by, Ngj = b(n�1)�j and for the b consumption channels model, Ngj = b(n�2)�j :For the baseline networks, the switch (i; j) belongs to group (k; j), i.e., the switch belongs to group kat stage j. The group label (k; j) can be calculated using the equation, k = b iNgj c:
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Switch Grouping Algorithm/* b ports switch, n stages, and r rows MINs *//* Replace n by 2n for BI-MIN */group tag = f;gbeginfor i = 0 to r � 1group tag(i; n� 1) = fig; /* Replace n� 1 by n� 2 for b consumption channels models */for j = n� 1 to 0 /* Start j iteration from n� 2 for b consumption channels models */for i = 0 to r � 1for k = 0 to b � 1l = row number of the next stage switch fromthe permutation of port k;group tag(i; j) = group tag(i; j) [ group tag(l; j + 1);Group the switches with the same group tag;end Figure 9: Switch grouping algorithm.between the forward and backward networks. Note that, in some cases, the messages can turn aroundat the early stages.The grouping algorithm, shown in Figure 9, assigns a group tag to each and every switch in thenetwork. The group tag is a set of row numbers. First, the group tag of switches that are connected tothe input ports of the processing nodes are assigned to their own row numbers. These group tags arepropagated back along the communication links to the previous stage. The group tags of the previousstages are marked as the union of the group tags propagated back from the output ports. This processis recursively carried out until the 0th stage of the forward network is reached. The switches that havethe same group tag are considered to be in the same group. An example of the switch grouping isshown in Figure 10. Each switch at stage 5 of the backward network constitutes a group. The switches(0; 1; 3) and (1; 1; 3) have the same group tag and are considered to be in the same group. All switchesin the forward network and the stage 3 of backward networks belong to the same group. This groupingalgorithm can be applied to all of the MIN topologies.If the tree operations are performed by multiple multicast messages in the same switch group, thereis a possibility that a deadlock con�guration could be formed. This is because, the switches in the samegroup can request the same set of bu�ers at a later stage. The tree operations from multiple mulitcastmessages that initiate from di�erent groups will never create any deadlock con�guration.The switch grouping technique for the systems with b consumption channels is sligthly di�erentfrom the algorithm in Figure 9. The grouping process starts from the stage (n � 2). The switches atthe last stage do not need to be grouped since they cannot be invloved in a deadlock con�guration. Thedashed line in Figure 11 shows an example of switch grouping at each stage of the baseline network.The grouping example for the single consumption channel model is shown in Figure 11 (a) for 64 nodesusing 4 � 4 switches. For the single consumption channel model, the switches at the �rst stage (stage9
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Stage 0 Stage 1 Stage 2 Stage 0 Stage 1 Stage 2

Ng0 = 4 Ng1 = 1 Ng2 = N/A

(b)

Ng0 = 16

(a)

Ng1 = 4 Ng2 = 1

ROWROW

Figure 11: Switch grouping of the in a 4� 4-switches 64 nodes baseline network (a) one consumptionchannel model (b) b consumption channel model.4.1 ATBM FrameworkIn the previous section, we examined the main causes of deadlocks in MINs. We observed that oneway of preventing deadlocks in asynchronous MINs is by avoiding the operations that have a potentialto create deadlock con�gurations. This simple concept motivates the key idea behind the proposedATBM scheme.In the proposed ATBM scheme, the multicast routing information is encoded in the message header.The tree-operations are performed at the appropriate switches to distribute the multicast messages tothe destinations. Multiple branches of a multicast message are forwarded asynchronously. However,the ATBM scheme imposes certain restrictions. The switches of the MIN are grouped �rst using thegrouping algorithm presented in Section 3. As noted earlier, concurrent tree operations within a groupcould lead to a deadlock con�guration. The proposed ATBM scheme prevents such occurrences byserializing the tree operations within a switch group. The imposition of serialization is temporary andinvolves only the messages that are branching at the same stage within a group. Once the multicast11



headers of a message reach their destinations, a subsequent tree operation (if blocked in the samegroup) can be initiated. The time at which a message header reaches the destination can be detectedat the switch as described next. The tree operations of di�erent multicast messages in di�erent groupsof switches are allowed to proceed without any restrictions.The ATBM framework required only a small bu�er space that can store the header of a multicastmessage at each input ports. There is no limit on the maximum message size that can be multicasted.Multicasting to any number of destinations can be completed in a single communication step using onecommunication start-up time.Additional hardware is required in the ATBM scheme for serializing the tree operations in theswitches of the same group. A control line can be implemented that interconnects the switches ofa group. To preserve fairness, a hardwired token passing mechanism can be employed. The tokenpassing mechanism is a practical approach to solve the mutual exclusion problem between switches.The deadlock recovery algorithm DISHA [30] has also adopted a similar token passing technique in thedeadlock recovery process. The token can be passed from one switch to another through the controlline in a round-robin fashion within a group. When a switch is ready to do a multicast operation, itwaits until it gets the token. The switch holds the token while multicasting a message and releasesit after the headers of message arrives at the destinations. Thus, the switch can relinquish the tokenwhen the number of 
its that have been forwarded to the next stage is more than the sum of thebu�er sizes along the path of the switches to the destinations. This value is equal to B � (n � j)where B is the bu�er size at a switch, j is the current stage and n is the total number of stages. Thedeadlock-free property is still held because if all destinations have been reached, the multicast messagewill eventually be consumed by the destinations. As the number of stages in the MINs is usually less,the waiting time for the token will be within limits and multiple multicast messages can proceed ifthere are no blocking. This hardware modi�cation is simpler and faster than the feedback mechanismrequired for synchronous multicasting [20]. The synchronous multicasting scheme needs to synchronizeall multihead worms, which requires the permutation of the whole multicast tree.In [30], the asynchronous token implementation was proposed where the token passing time isdramatically reduced. The implementation of the control line and the token passing mechanism is justan example method of implementation of the serializations. Other e�cient techniques can be exploredand implemented to facilitate the serialization e�ectively.4.2 ATBM for UNI-MINsMulticasting operations in a UNI-MIN can be supported ideally by an algorithm that can send amulticast message to all the destinations using a single start-up phase. This can be achieved by treeoperations at the appropriate stages. We have adopted the bit string encoding scheme in which therouting information are represented by N bits, where N is equal to the number of nodes in the system.The bits corresponding to destinations that belong to the multicast group are set to one otherwise theyare set to zero. For example, if the multicast destinations of an 8 nodes system are f0; 2; 5; 7g, the bitstring for the multicast message is represented as f10100101g. The routing information in the headerneeds only N bits for any multicast operations in an N processors system. A minimum bu�er size of12



UNI-MIN Routing Algorithm(message header)1. If (unicast message)Forward a 
it to the output port speci�ed in the routing tag;2. If (multicast message)Perform routing function according to the routing table;If (routing function returns multiple output ports)Wait to obtain the token;Hold the token;Replicate and forward the header 
it to the output ports suppliedby the routing function;Release the token after the header 
its arrive at the destination(s);elseForward the header 
it to the output port returnedby the routing function;Figure 12: The ATBM routing algorithm for UNI-MIN.N bits per input port is required to store the multicast message header in the ATBM scheme. If therouting table indicates that a tree operation need to be performed at the current switch, the multicastmessage has to wait to gain access to the token before replicating the 
its. After obtaining the token,the input port holds the token and proceeds with the tree operation by forwarding independent headersto di�erent output ports. If there is another multicast message requesting for a tree operation fromthe same switch group, the requesting message is blocked until the other message releases the token.While one branch of a multicast message is blocked either waiting for the token or by other messages,the other branches can proceed asynchronously. Bubbles are introduced in the branches that proceedasynchronously as discussed earlier by Chiang and Ni [20]. The formal description of the algorithm isgiven in Figure 12.4.3 ATBM for BI-MINsIn BI-MINs, it is possible that there are more than one alternative paths from the source to thedestination. The unicast message can be adaptively routed to the turnaround stage and can use thedestination tag routing in the backward network to reach its destination. For multicasting, thereare two choices of turnaround operations, single turnaround or multiple turnaround. Even thoughmultiple turnaround approach uses less network resources in terms of the communication links, it isnot convenient for the ATBM approach for two reasons. First, multiple tree-operations of the samemessage could be necessary within a switch group. It is di�cult to identify such a scenario. Since allswitches in the forward network will constitute of a single group, the serialization overhead is higher.Second, more information regarding multiple turnaround stages need to be contained in the headerwhich will lead to a higher overhead. These problems do not exist in the single turnaround approachwhere the switches of a group are at the same stage and there is only one turnaround point. For thesingle turnaround, the least common ancestor of the source address and all destination addresses can13



BI-MIN Routing Algorithm(message header)1. If (unicast message)if (the message is in the backward network) or (current stage = turnaround stage)Forward a 
it to the backward output port speci�ed in the routing tag;elseForward to the available output port in the forward network;2. If (multicast message)if (the message is in the backward network) or (current stage = turnaround stage)Perform routing function according to the routing table;If (routing function returns multiple output ports)Wait to obtain the token;Hold the token;Replicate and forward the header 
it to the speci�ed backward output ports;Release the token after the header 
its arrive at the destinations;elseForward the header 
it to the speci�ed backward output;elseForward to the available output port in the forward network;Figure 13: The ATBM routing algorithm for BI-MINs.be computed in a similar manner. The multicast turnaround stage T is de�ned as the �rst positionwhere the si and di of all multicast destinations are di�erent from the left hand side. The multicastmessage is adaptively routed to the stage T and performs tree operations to forward multiple messagesto all of the multicast destinations.A routing table can be used to support the multicast tree operations in the backward routingphase. Each multicast destination is represented by a single bit string in the header. The outputport(s) to which the message needs to be forwarded at the current switch is obtained by comparing theencoded destinations and the routing table. This approach enables multicasting to arbitrary numberof destinations in one communication phase. The routing table can be initialized during the systemstart-up and is static during the system operation.The formal ATBM algorithm for BI-MIN is shown in Figure 13. The conventional turnaroundrouting is performed for the unicast message. The destination tag routing is used if the message turnsaround at current stage or if it is already in the backward network. Otherwise, the message is forwardedto the �rst available port in the forward network. The multicast message performs similar turnaroundrouting operations. A multicast message is �rst checked to determine if it needs to be routed in thebackward network. The backward output port(s) is supplied by the routing function (in bit stringencoding scheme). If tree operations are performed (multiple output ports), the switch must wait forthe token within the switch group. After the token is received, the tree operation is initiated. Thetoken is released when all the multicast destinations have received the message header. The multicastmessage is adaptively routed in the forward network before the turnaround stage. Only one turn aroundpoint is allowed while using this algorithm. 14



5 Performance EvaluationTo investigate the e�ect of the proposed multicast routing algorithm, we have developed a wormholeswitching network simulator. The simulation environment and the performance results are describedin this section.5.1 Simulation ModelA 
it-level wormhole routing simulator was designed to implement wormhole switching networks usingthe CSIM event driven simulator platform [31]. We have simulated baseline UNI-MINs and butter
yBI-MINs. A variety of MIN sizes using 2x2, 4x4, and 8x8 switches were considered. The networkparameters were set similar to the current technology trend. We have assumed 3.2Gbits per secondcommunication links. The bu�er size at the switches is assumed to be enough to store only the headerof the incoming messages. The transmission time of one 
it between a pair of switches is assumed to be20 nanoseconds. The routing decisions are assumed to take 60 nanoseconds. The message startup timeis set to 0.5 microsecond. Reception latency is ignored. Unless explicitly speci�ed, the message size isassumed to be equal to 64 
its for both unicast and multicast messages. Each 
it is assumed to be 16bits wide. In BI-MIN routing, if multiple links are available in the forward routing phase, the lowest-number port is selected. The ATBM algorithms for both UNI-MINs and BI-MINs are compared withthe previously proposed software based algorithms [16, 15]. The software based algorithm proposed forBI-MINs is unicast-based UMIN algorithm and the respective algorithm for UNI-MIN is unicast-basedCMIN algorithm.The communication latency is the time elapsed from the initiation of the message to the receptionof the tail 
it at the destination. The startup latency, network latency, and reception latency arecomponents of the communication latency. The startup latency includes the message processing over-head such as the time incurred in system call and memory copying. The network latency includes thetransmission delay plus the blocking delay. Finally, the destination node needs to process the incomingmessage and transfer it to the application. This additional time re
ects on the reception latency. Themulticast latency refers to the time between the message initiation and reception of the entire messageby all the destinations. Both multicast and unicast communication latencies are considered as theperformance metrics.The additional overhead of the ATBM scheme is the serialization overhead of the tree operations.To simulate this behavior, additional delay is added to re
ect the token passing time. The tokenpassing mechanism is assumed to be synchronized with the switch clock. The average token passingtime is equal to 20�Ngj=2 nanoseconds, where Ngj is the number of switches in the group.5.2 Performance Comparison under Contention-Free EnvironmentTo examine the e�ect of the proposed scheme on multicast communication, we �rst analyze the ATBMalgorithm under contention-free conditions. Each experiment was repeated 1000 times. The multicastsource and destination nodes were selected randomly. The average multicast latency measures areplotted with respect to the number of destinations.15
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ATBM 4x4 256 nodes(c) (d)Figure 14: Performance comparison under contention-free condition (a) 64-node UNI-MINs (b) 256-node UNI-MINs (c) 64-node BI-MINs (d) 256-node BI-MINs. The multicast latency of the ATBMschemes is lower than the multicast latency of the unicast-based schemes by more than a factor of 4when the number of destinations increases to more than one-half of the system size.Figure 14 (a) shows the simulation results for a 64-node UNI-MIN system using 2�2, 4�4, and 8�8switches. The performance results of the ATBM algorithms are very promising as the multicast latencyusing ATBM algorithm is signi�cantly lower than the unicast-based CMIN scheme for all the cases.The multicast latency of the ATBM scheme remains almost constant when the number of destinationsincreases. This is because the ATBM approach requires only one communication step regardless ofthe number of destinations. Similar trend is observed for the 256-node system, as shown in Figure 14(b). Figures 14 (c) and (d) show the performance results for BI-MIN systems. The ATBM approachperform quite well in BI-MIN systems under contention-free environment. T he ATBM latency is muchlower than that of UMIN scheme and remains unchanged as the number of destination increases. Themulticast latency of UMIN scheme increases stepwise as the number of destinations increases.The multicast latency components of the ATBM scheme consists of startup latency, routing delay,token passing time, and transmission delay. The results from the simulation are very close to thetheoretical results. For example, the 64-node system BI-MIN using 8 � 8 switches, the theoreticalmulticast latency is equal to 2.12 microseconds which is the summation of 0.5 microsecond (startuplatency), 3�60 nanoseconds (routing delay), 4�20 nanoseconds (token passing delay), and (4+64)�20nanoseconds (transmission delay). 16



5.3 Performance of Unicast and Multicast Tra�c with ContentionsThe ATBM scheme serializes some of the tree operations for deadlock prevention purpose. The serial-ization incurs two additional overheads{serialization waiting time and token passing time. When thereare several multicast operations, the initiation of tree operations might have to wait for other multicastmessages to release the token. We simulate networks with contentions to study the impact of theseoverheads. The impact of the multicast operations on the latency of the unicast communication is alsoa crucial issue that needs to be considered in designing multicast algorithms. We have simulated amixture of unicast and multicast tra�c to study such an environment.The inter-arrival time of unicast and multicast messages is assumed to be exponentially distributed.The average number of multicast destination scales up with the number of nodes in the system andwe have assumed it to be N2 with a standard deviation of N4 , where N is the number of nodes in thesystem. The simulated tra�c is uniformly distributed among all nodes. To compare the performance indi�erent network sizes, we have used the normalized network load to determine the inter-arrival time ateach node. The network load, denoted by Traffic, is de�ned as the ratio of the average network loadgenerated by the processing nodes in the system to the total bu�er resources available in the network.The inter-arrival times for unicast (Tarru) and multicast messages (Tarrm) can be obtained using theequations, Tarru = Bm �N(Bt � Traffic� (1:0�Mp)) ;Tarrm = Bm �Mc �N(Bt � Traffic�Mp) ;where Bm is the amount of bu�er-time required by a message. Bu�er-time is de�ned as the totalduration for which a message occupies bu�er space in the network. Mp denotes the ratio of multicastmessages generated to the unicast messages generated. Mc denotes the average number of destinationsper multicast operation. Bt is the total bu�er space in the network which is equal to the productof bu�ers at all input ports and the number of switches. Each experiment was simulated for 140,000messages. Measurements of the �rst 40,000 messages were not included in the statistical results toreduce the transient e�ects of the network. The simulation results vary within a spectrum of 5%.5.3.1 Simulation Results with 50% Multicast Tra�cIn the �rst set of results, the ratio of unicast to multicast tra�c is set at 50% (Mp = 0:5). A singleconsumption channel model was assumed. Figure 15 (a) shows the multicast latency versus the networkload for the UNI-MIN system using 2 � 2 switches. The ATBM multicast latency is lower than thesoftware multicast latency by a factor of 3 for small size systems (16-node and 64-node). For larger sizesystem (256-node), the ATBM scheme outperforms the unicast-based CMIN scheme by a factor of 4.As the network load increases, the software-based scheme generates more tra�c in the network. Themessage contentions lead to early saturation. In light to medium tra�c conditions, the multicast latencyof the ATBM scheme performs very well compared to the CMIN scheme. The e�ect of contention dueto serialization becomes prominent with the heavy tra�c. The performance results for BI-MIN are17
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ATBM 256 nodes(c) (d)Figure 15: Performance comparison for 2�2-switch withMp = 0:5 (a) multicast communication latencyfor UNI-MINs (b) unicast communication latency for UNI-MINs (c) multicast communication latencyfor BI-MINs (d) unicast communication latency for BI-MINs.given in Figures 15 (c) and (d). Similar performance improvement for BI-MIN is achieved using ATBMapproach. The ATBM performance saturate in BI-MINs earlier than that of the the UMINs in theheavy tra�c condition.With a mixture of unicast and multicast tra�c, the performance of unicast communication is shownin Figure 15 (b). The multicast operations using ATBM scheme consume less network resources, there-fore they impose less restrictions on the unicast communication. The unicast performance gain usingATBM scheme ranges from 25% to 40% depending on the system size with respect to the CMINalgorithm. Figure 15 (d) shows the unicast latency versus network load for BI-MIN systems. The per-formance improvement in BI-MIN systems is comparable to the UNI-MIN systems before the saturationpoint. In 64-node and 256-node systems, the unicast latency of the ATBM approach saturate slightlyearlier than that of the UMIN scheme. With realistic network parameters, the overall performance ofATBM is better for both multicast and unicast communications.As the switch size increases, the system o�ers more degree of connections. Contemporary MINsystems are constructed using 4� 4 or 8� 8 switches. With the same number of nodes, MIN systemsusing larger switches have lower congestion, compared to 2�2-switch systems. Figure 16 (a) shows themulticast latency versus the network load for the UNI-MIN systems using 4 � 4 switches. The same18



0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

5

10

15

20

25

30

35

Network load

C
om

m
un

ic
at

io
n 

la
te

nc
y 

(µ
s)

Multicast communication latency comparison

CMIN 16 nodes
CMIN 64 nodes
CMIN 256 nodes
ATBM 16 nodes
ATBM 64 nodes
ATBM 256 nodes

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
1

1.5

2

2.5

3

3.5

4

4.5

5

Network load

C
om

m
un

ic
at

io
n 

la
te

nc
y 

(µ
s)

Unicast communication latency comparison

CMIN 16 nodes
CMIN 64 nodes
CMIN 256 nodes
ATBM 16 nodes
ATBM 64 nodes
ATBM 256 nodes(a) (b)

0.1 0.2 0.3 0.4 0.5 0.6 0.7
0

5

10

15

20

25

30

35

Network load

C
om

m
un

ic
at

io
n 

la
te

nc
y 

(µ
s)

Multicast communication latency comparison

UMIN 16 nodes
UMIN 64 nodes
UMIN 256 nodes
ATBM 16 nodes
ATBM 64 nodes
ATBM 256 nodes

0.1 0.2 0.3 0.4 0.5 0.6 0.7
1

1.5

2

2.5

3

3.5

4

4.5

5

Network load

C
om

m
un

ic
at

io
n 

la
te

nc
y 

(µ
s)

Unicast communication latency comparison

UMIN 16 nodes
UMIN 64 nodes
UMIN 256 nodes
ATBM 16 nodes
ATBM 64 nodes
ATBM 256 nodes(c) (d)Figure 16: Performance comparison for 4�4-switch withMp = 0:5 (a) multicast communication latencyfor UNI-MINs (b) unicast communication latency for UNI-MINs (c) multicast communication latencyfor BI-MINs (d) unicast communication latency for BI-MINs.performance improvement is obtained in terms of the multicast latency. The contentions due to theserialization of tree operations is less as the degree of connectivity increases. For the 16-node UNI-MINs, the ATBM approach o�ers performance improvement of a factor of 3. The multicast latencyof the ATBM algorithm is 4 times less than the software-based approach for 64-node and 256-nodesystems. For the UNI-MINs using 4� 4 switches, the ATBM approach extends the operating range atthe heavy tra�c condition. In light to medium tra�c region, the ATBM scheme has less impact onthe unicast performance. As shown in Figure 16 (b), the unicast latency results using ATBM schemeis lower than that of the CMIN scheme. Because of the high penalty that we have imposed on thetoken passing time, the unicast performance of a 256-node system using the ATBM scheme degradesunder heavy tra�c. However, the ATBM scheme provide better performance on a wide operating rangecompared to the CMIN scheme. Performance comparison of ATBM and UMIN algorithms for BI-MINsystems are given in Figures 16 (c) and (d). In BI-MIN systems, the ATBM scheme shows performanceimprovement over unicast-based scheme in most cases.The simulation results of the MIN systems using 8 � 8 switches are shown in Figure 17. Theseresults represent systems with high degree of connections. The same level of performance improvementhas been observed for both unicast and multicast communication. For the 512-node MIN systems,both unicast and multicast latency results using the ATBM scheme are signi�cantly lower than the19
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ATBM 512 nodes(c) (d)Figure 17: Performance comparison for 8�8-switch withMp = 0:5 (a) multicast communication latencyfor UNI-MINs (b) unicast communication latency for UNI-MINs (c) multicast communication latencyfor BI-MINs (d) unicast communication latency for BI-MINs.software-based scheme. This is mainly because of the fact that the tra�c created while using theATBM schemes is much less than the tra�c created by the unicast-based schemes.5.3.2 Simulation Results with 20% Multicast Tra�cIn most classes of parallel applications, multicast communication constitutes only a small portion ofthe total network tra�c. In the next set of simulation results, we assumed that the multicast tra�caccounts for 20% of the total network tra�c (Mp = 0:2). Figure 18 shows the performance comparisonfor the MIN systems using 2 � 2 switches. The comparison of Figure 18 and Figure 15 reveals thee�ect of the multicast tra�c ratio. The latency curves for 50% multicast tra�c ratio saturate earlierthan the curve with 20% multicast tra�c ratio. The ATBM approach performs better compared tounicast-based approach for 20%-80% ratio of multicast-unicast tra�c as the operating region extendsto cover higher network load.The simulation results of MIN systems using 4� 4 and 8� 8 switches are shown in Figure 19 andFigure 20, respectively. With less tra�c from multicast messages and the high degree of connectivity inlarge switches, the ATBM scheme can maintain the performance improvement ratio over a wide rangeof network load. The impact on the unicast communication is also reduced as shown in Figures 19 (d)20
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ATBM 256 nodes(c) (d)Figure 18: Performance comparison for 2�2-switch withMp = 0:2 (a) multicast communication latencyfor UNI-MINs (b) unicast communication latency for UNI-MINs (c) multicast communication latencyfor BI-MINs (d) unicast communication latency for BI-MINs.and 20 (d). The unicast latency using unicast-based UMIN scheme is higher since the network is morecongested due to the multicast tra�c. Even in low multicast-unicast tra�c ratio, this interference ofmulticast to unicast is still prominent in the software-based approach.5.3.3 E�ect of Message SizeOne of the major advantages of the ATBM approach is that there is no limitation on the messagesize. The message sizes of 128 and 256 
its were simulated to study the e�ect of message size usingthe ATBM scheme. A single consumption channel is assumed and the multicast ratio is set to 50%.Figure 21 (a) shows the latency results of 128-
it messages in a 4 � 4 switch-based UNI-MINs. TheATBM scheme performs quite well for the message size of 128 
its. The additional latency incurred isonly from the additional transmission delay of the messages. The same observation is obtained fromthe systems using 8� 8 switches as shown in Figure 21 (b). The results of BI-MIN systems using 4� 4switches and 8� 8 switches are shown in Figures 21 (c) and (d), respectively.The multicast latency results for 256-
it messages are shown in Figure 22. The results of UNI-MINsystems using 4� 4 switches and 8� 8 switches are shown in Figures 22 (a) and (b), respectively. Thelatency of the software-based multicast scheme increases due to the increase in transmission delay. The21
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ATBM 256 nodes(c) (d)Figure 19: Performance comparison for 4�4-switch withMp = 0:2 (a) multicast communication latencyfor UNI-MINs (b) unicast communication latency for UNI-MINs (c) multicast communication latencyfor BI-MINs (d) unicast communication latency for BI-MINs.transmission delay accumulates through several phases of communications. For large size messages,the ATBM approach outperforms the software-based scheme for all system sizes. Since the ATBMapproach permits the initiation of tree operations after all the headers of the current tree operationreach the destinations, non-con
icting multicast message can be routed incurring a small latency. Samelevel of performance improvement is observed for BI-MIN systems as shown in Figures 22 (c) and (d).5.3.4 Evaluation of BI-MINs with b Consumption ChannelsAs mentioned in Section 3.2, the nodes using b consumption channels can signi�cantly reduce the num-ber of switches in the group which, in turn, will reduce the serialization and token passing overheads.We have simulated the MIN systems using nodes with b consumption channels with 50% multicasttra�c (Mp = 0:5.). The multiple channels are implemented using additional consumption channels.Each consumption channel has its the communication link connected to the switch. The simulationresults for MIN using 4� 4 switches are shown in Figure 23. The multicast and unicast latency resultsfor UMIN are shown in Figures 23 (a) and (b), respectively. Figures 23 (c) and (d) show the perfor-mance comparison in BI-MIN systems. Each processing node has additional hardware to concurrentlyreceive four messages. This model eliminates the deadlock problem in the last stage switches. Both22
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ATBM 512 nodes(c) (d)Figure 20: Performance comparison for 8�8-switch withMp = 0:2 (a) multicast communication latencyfor UNI-MINs (b) unicast communication latency for UNI-MINs (c) multicast communication latencyfor BI-MINs (d) unicast communication latency for BI-MINs.unicast-based and ATBM schemes bene�t from the b consumption channels as the network throughputincreases. The ATBM performance improves signi�cantly compared to the single-port model (shownin Figure 16). With the less number of switches in the group, the serialization waiting time is less andmore number of multiple tree operations are allowed to be initiated. These two factors enhance theperformance of the ATBM scheme.6 ConclusionsWe have developed a framework for tree-based multicasting in MINs. The deadlock con�gurationsthat result from the tree operation are discussed. The switch grouping technique is used to analyzethe potential deadlock cycles. Based on the switch groups, an asynchronous tree-based multicasting(ATBM) scheme is proposed for MINs. Deadlocks are prevented by serializing the initiations of treeoperations within the same group at the same stage. We have developed complete algorithms formulticasting in unidirectional as well as bidirectional MINs. The performance of the proposed algorithmis evaluated through simulations. We have considered realistic parameters and have included theassociated overheads in our experiments. The results demonstrate that the ATBM algorithm performssigni�cantly better than the previously proposed software-based multicast routing algorithms.23
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